
Received August 20, 2020, accepted October 13, 2020, date of publication October 15, 2020, date of current version October 28, 2020.

Digital Object Identifier 10.1109/ACCESS.2020.3031369

Recent Advances in High Frequency Modeling
by Means of Domain Confinement
and Nested Kriging
SLAWOMIR KOZIEL 1,2, (Senior Member, IEEE), AND
ANNA PIETRENKO-DABROWSKA 2, (Senior Member, IEEE)
1Engineering Optimization and Modeling Center, Department of Engineering, Reykjavik University, 101 Reykjavik, Iceland
2Faculty of Electronics, Telecommunications, and Informatics, Gdansk University of Technology, 80-233 Gdansk, Poland

Corresponding author: Anna Pietrenko-Dabrowska (anna.dabrowska@pg.edu.pl)

This work was supported in part by the Icelandic Centre for Research (RANNIS) under Grant 206606051, and in part by the National
Science Centre of Poland under Grant 2017/27/B/ST7/00563.

ABSTRACT Development of modern high-frequency components and circuits is heavily based on full-wave
electromagnetic (EM) simulation tools. Some phenomena, although important from the point of view of the
system performance, e.g., EM cross-coupling effects, feed radiation in antenna arrays, substrate anisotropy,
cannot be adequately accounted for using simpler means such as equivalent network representations.
Consequently, the involvement of EM analysis, especially for tuning of geometry parameters, has become
imperative in high-frequency electronics. Notwithstanding, excessive computational costs associated with
massive full-wave simulations required by these procedures and even more by tasks such as uncertainty
quantification or multi-criterial optimization, constitute a practical bottleneck. Repetitive evaluations of a
structure can be facilitated by the use of fast replacement models (surrogates). Among available methods,
approximationmodels are by far themost popular due to their flexibility and accessibility. Unfortunately, sur-
rogate modeling of high-frequency structures is hindered by the curse of dimensionality and nonlinearity of
system responses, primarily frequency characteristics. The recently proposed performance-driven techniques
attempt to address this issue by appropriate confinement of the model domain to focus the modeling process
only on the relevant part of the parameter space, i.e., containing the designs that are of high quality from the
point of view the assumed performance figures. The nested kriging framework is perhaps the most advanced
of these methods and allows for constructing reliable surrogates over broad ranges of the system parameters
and operating conditions. This article summarizes the recent developments of the technique, including the
basic formulation and several advancements aiming at the improvement of the surrogate predictive power or
lowering the computational cost of training data acquisition. These include the incorporation of sensitivity
data, as well as dimensionality reduction through principal component analysis. The problem of uniform
data sampling in confined domains is also discussed. Our considerations are comprehensively illustrated
using several examples of antennas and microwave circuits.

INDEX TERMS High-frequency design, electromagnetic simulation, surrogate modeling, performance-
driven modeling, domain confinement, nested kriging, design optimization.

I. INTRODUCTION
High-frequency electronics has been rapidly expanding over
the recent years. A number of new application areas have
been emerging, such as remote sensing [1], internet of things
(IoT) [2], medical imaging [3], 5G technology [4], wearable
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and implantable devices [5], [6], to name just a few. These,
but also more traditional areas, need components and devices
(antennas, filters, couplers, etc.) of improved performance
parameters [7], [8], multi-functionality [9], [10], and smaller
physical sizes [11], [12]. The keystone of practical high-
frequency design is undoubtedly full-wave electromagnetic
(EM) analysis, which is the only tool capable of providing
reliable evaluation of electrical and field properties of circuits
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of growing complexity. Accounting for the effects such as
EM cross-couplings [13], [14], the presence of environmental
components (connectors [15], housing [16]), or mutual cou-
pling of radiators [17], is no longer possible using simplified
representations, primarily analytical or equivalent network
models. For many components and circuits of unconventional
topologies, the employment of EM simulation is mandatory
not just for design evaluation but in the design process itself,
e.g., to verify the relevance of particular geometry amend-
ments [18], and—even more importantly—to carry out the
parameter tuning [19], [20], or to estimate the effects of
manufacturing tolerances [21] and other types of uncertain-
ties [22]. EM-driven design procedures may generate con-
siderable computational expenses, often prohibitive. This is
the reason for the continuous popularity of interactive design
approaches, e.g., supervised parameter sweeping.

Accelerating simulation-based design procedures has been
the subject of an extensive research and a number of
methods have been developed to address different sce-
narios (single- [23] and multi-objective optimization [24],
uncertainty quantification [25], robust design [26], global
search [27]). Available solutions include expediting gradient-
based algorithms by means of adjoint sensitivities [28], or
sparse Jacobian updates [29]–[31], variable-fidelity tech-
niques (space mapping [32], [33], response correction meth-
ods [34], [35]), exploitation of specific structure of the
system response (feature-based optimization [36], [37],
cognition-driven design [38]), as well as machine learn-
ing approaches [39], [40]. A reasonably large part of the
aforementioned methods involves physics-based surrogates,
where the problem-specific knowledge embedded in the
lower-fidelity model (e.g., equivalent network [41]) can be
employed to construct a reliable prediction tool facilitating
identification of the improved designs at a low cost [42]. The
low-fidelity model correction is typically arranged using the
high-fidelity EM data accumulated along the optimization
path [43]. In the case of global optimization, the surrogates
are often of data-driven type [44] and constructed iteratively
using sequential sampling techniques [45].

An overall replacement of expensive EM simulations
by metamodels is a conceptually attractive alternative to
the methods outlined in the previous paragraph. Avail-
ability of fast surrogate enables execution of all kinds
of simulation-based design procedures at nearly negligible
costs. Data-driven modeling methods are among the most
popular ones due to their versatility, low-evaluation cost,
and easy access through various toolboxes implemented
in popular programming environments, mostly Matlab
(e.g., [46], [47]). Widely used techniques include polynomial
regression [48], radial basis functions [49], kriging [50], sup-
port vector regression [51], artificial neural networks [52],
as well as polynomial chaos expansion [53]. Unfortunately,
approximation-modeling methods are severely affected by
the curse of dimensionality, i.e., a rapid increase in the
number of training data samples necessary to render a sur-
rogate of the assumed accuracy. Furthermore, in order for

the model to exhibit practical design utility, its region of
validity should cover sufficiently broad ranges of the system
parameters and operating conditions [54]. This, along with
typically high nonlinearity of the system responses, makes
the modeling process even more challenging. Realistically,
conventional data-driven models are capable of handling
structures described by a few parameters [55], [56]. Physics-
based surrogates are more immune to these issues but their
applicability is subject to the existence and the quality of the
underlying low-fidelity model [57].

There are several methods that can be used to
address the aforementioned problems to a certain extent.
High-dimensional model representation (HDMR) [58] repre-
sents the system output using an expansion of a multivariable
function in the form of a sum of components being functions
of individual variables, pairs of variables, etc. This allows for
taking into account the most important relationships between
the parameters and potentially reduce the cost of training data
acquisision. The methods such as variable screening [59],
global sensitivity analysis (e.g., Sobol indices [60]), or princi-
pal component analysis (PCA) [61] can be used for detecting
variable correlations and reduce the parameter space dimen-
sionality by restricting the modeling process only to the
most significant directions or parameter subsets. A different
approach is taken by orthogonal matching pursuit (OMP) [62]
or least-angle regression [63], which focus on selecting the
suitable basis functions for the surrogate models and, in par-
ticular, allow for solving underdetermined regression prob-
lems. Finally, variable-fidelity methods attempt to reduce
the computational cost of model construction by combining
densely sampled low-fidelity data with sparsely allocated
high-fidelity data (e.g., co-kriging [64], Bayesian model
fusion [65], two-stage Gaussian process regression [66]),
which works well if sufficiently accurate low-fidelity models
(i.e., well correlated with the high-fidelity one) are available.

Performance-driven surrogates [67]–[70], constitute an
alternative way of alleviating the difficulties of conventional
approximation modeling. The basic idea is to restrict the
model domain to a region containing high quality designs
with respect to the considered performance figures. The lat-
ter may include operating frequencies, bandwidths, but also
material parameters (e.g., permittivity of the substrate the
component is to be implemented on). The estimation of the
region of interest is obtained using a set of pre-optimized ref-
erence designs [67] that can be known beforehand (e.g., from
the prior design work with the same structure) or acquired
specifically for the purpose of constructing the surrogate.
The initial realizations of this concept only allowed to handle
a single performance figure [67] or up to two figures with
the structured allocation of the reference designs [68]. Fur-
ther developments, e.g., triangulation-based modeling [69]
enabled handling of arbitrary number of figures of interest
but certain practical aspects such as design of experiments or
model optimization were far from trivial.

The recent development of performance-driven modeling
techniques is the nested kriging framework [70], where the
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surrogate model domain is established using the auxiliary
inverse model (so-called first-level surrogate), whereas the
final model is constructed within that domain using kriging
interpolation. The formulation of the nested kriging con-
tains the mechanisms for uniform training data sampling
and straightforward optimization of the surrogate, includ-
ing generation of a reasonable starting point (for a given
target vector of design objectives). The technique has been
demonstrated to outperform conventional methods and to
be capable of rendering reliable surrogates of antenna and
microwave components over broad ranges of geometry and
material parameters as well as operating conditions [70], [71].
Recently, further developments of the nested kriging tech-
nique have been reported that aim at the improvement of the
model predictive power, reducing the computational cost of
training data acquisition, as well as combining it with other
methods. These include improved design of experiments
strategy [72], automated adjustment of the lateral dimen-
sions of the model domain [73], sensitivity-based first-level
model [74], [75], combining nested kriging with response
feature technology [76], or principal component analysis for
dimensionality reduction of the model domain [77], [78]. The
purpose of this article is to summarize the aforementioned
recent advancements but also to provide a generic intro-
duction to the nested kriging approach. Our considerations
are illustrated using representative examples of antenna and
microwave components.

II. NESTED KRIGING: BASIC FORMULATION
This section outlines a concept and provides a rigorous for-
mulation of the basic version of the nested kriging frame-
work [70]. In particular, we discuss the definition of the
surrogate model domain, the first- and second-level models,
as well as the sampling scheme. Demonstration example
(a ring slot antenna) is also provided along with the results
of benchmarking against conventional modeling methods.

A. NOTATION AND BASIC CONCEPTS
The rationale behind the nested kriging framework is that
optimizing a given structure for the various sets of per-
formance specifications (e.g., different operating frequen-
cies) requires a synchronized adjustment of the system
parameters [70]. Consequently, only those regions of the
parameter space that adhere to these correlation patterns
are of interest as containing high quality designs. From
this perspective, constructing the surrogate model in a tra-
ditional, box-constrained domain, is a waste of computa-
tional resources. The first issue is an identification of such
promising regions, which is realized by means of a set of so-
called reference designs and the first-level surrogate model as
described below.

We use the following notation. By x = [x1 . . . xn]T we
denote the vector of the designable parameters. The conven-
tional parameter space is denoted as X and defined as an
interval [l, u], where l = [l1 . . . , ln]T and u = [u1 . . . , un]T ,
are the lower and upper bounds on parameters; thus, we have

lk ≤ xk ≤ uk for k = 1, . . . , n. Furthermore, fk , k =
1, . . . ,N , will stand for the figures of interest (e.g., operating
frequency, bandwidth, or substrate permittivity). The objec-
tive space F is defined by the ranges fk.min ≤ fk(j) ≤ fk.max,
k = 1, . . . ,N . From the perspective of performance figures,
F is the region of interest for surrogate model construction.

The surrogate model is to be rendered in the context of
the objective space F . In particular, one needs to determine
the meaning of high-quality designs, i.e., the designs that are
optimal for given objective vectors f ∈ F . This is understood
in the sense of minimizingU (x, f), whereU is the scalar merit
function. More specifically, the optimum design x∗ is given
as

x∗ = UF (f ) = argmin
x
U (x, f ) (1)

Furthermore, we define a manifold of designs that are opti-
mum w.r.t. all f ∈ F as

UF (F) = {UF (f ) : f ∈ F} (2)

The nested kriging framework attempts to set up the sur-
rogate in a possibly small region that contains UF (F). Con-
struction of the said region involves the reference designs
x(j) = [x(j)1 . . . x(j)n ]T j = 1, . . . , p, obtained as UF (f(j)) for
the selected vectors f(j) = [f (j)1 . . . f (j)N ] ∈ F [70]. The data
set {f(j), x(j)}, j = 1, . . . , p, is employed to construct the
so-called first-level surrogate sI (f): F → X [70]. The image
sI (F) of F is the first approximation of UF (F), see Fig. 1 for
a graphical illustration. It should be emphasized that sI (F)
does not coincide with UF (F), therefore further operations
are required to define the model domain as elaborated below;
specifically, sI (F) has to be somewhat extended in the lateral
directions in order to encompass UF (F).

B. SURROGATE MODEL DOMAIN. DESIGN OF
EXPERIMENTS
The aforementioned extension of sI (F) is realized using the
vectors normal to sI (F) at f, {vn(k)(f)}, k = 1, . . . , n −
N [70]. Using the notation xmax = max{x(k), k = 1, . . . , p},
xmin = min{x(k), k = 1, . . . , p}, we define the vector
xd = xmax – xmin quantifying the parameter variations in
sI (F), as well as the extension coefficients

α(f ) = [α1(f ) . . . αn−N (f )]T

= 0.5T
[
|xdv(1)n (f )| . . . |xdv(n−N )

n (f )|
]T

(3)

with T being a user-defined thickness parameter. The surro-
gate model domain XS is then defined as

XS =

 x = sI (f )+
n−N∑
k=1

λkαk (f )v
(k)
n (f ) : f ∈ F,

−1 ≤ λk ≤ 1, k = 1, . . . , n− N

 (4)

where

M± =
{
x ∈ X : x = sI (f )±

∑n−N

k=1
αk (f )v(k)n (f )

}
(5)
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FIGURE 1. Basic concepts of the nested kriging framework (here,
illustrated for two performance figures and a three-dimensional
parameter space): (a) objective space F , (b) conventional parameter
space X , the reference designs x (j ), the optimum design manifold UF (F ),
and the first-level model image sI (F ). The sets UF (F ) and sI (F ) are not
identical: they coincide for all reference designs but not for all f ∈ F .
Therefore, sI (F ) has to be extended to encapsulate UF (F ).

FIGURE 2. Surrogate model definition according to the nested kriging
framework [70]. The picture shows the set sI (F ), the normal vector v (k)

1 at
a selected objective vector f (k), the manifolds M− and M+ and the
domain XS obtained through orthogonal extension of sI (F ).

Figure 2 provides a graphical illustration of the manifolds
M+, M−, and the domain XS . The final (second-level) surro-
gate is constructed in XS using kriging interpolation [79] and
the training data {xB(k) , R(xB(k) )}k=1,...,NB. Therein, xB(k) ∈
XS are uniformly allocated samples, whereas R stands for
the response of the EM-simulation model of the compo-
nent/system at hand.

Domain confinement is computationally beneficial
because XS is dramatically smaller than the conventional
domain X . As demonstrated in [70], it allows for constructing
reliable surrogates without formally restricting the ranges
of the system parameters and operating conditions of the
structure.

Nested kriging provides convenient mechanisms for uni-
form data sampling and surrogate model optimization. Both
are facilitated using a one-to-one mapping between the unit
interval [0, 1]n and XS . For the point z ∈ [0, 1]n, the mapping
h1 [70]

y = h1(z) = h1([z1 . . . zn]T ) = [f1.min + z1(f1.max − f1.min)

. . . . . . fN .min + zN (fN .max − fN .min)]

× [−1+ 2zN+1 . . . − 1+ 2zn] (6)

FIGURE 3. Flow diagram of the nested kriging framework [70].

transforms [0, 1]n onto the Cartesian product F×[−1, 1]n−N .
In the next step, the function h2 defined as

x = h2(y) = h2([y1 . . . yn]T ) = sI ([y1 . . . yN ]T )

+

n−N∑
k=1

yN+kαk ([y1 . . . yN ]T )v(k)n ([y1 . . . yN ]T ) (7)

maps F × [−1, 1]n−N onto XS . Finally, the data points xB(k)
in XS are generated as

x(k)B = H (z(k)) = h2(h1(z(k))) (8)

Here, {z(k)}, k = 1, . . . ,NB, are uniformly distributed
data points in [0, 1]n, obtained using, e.g., Latin Hypercube
Sampling [80].

The mapping H can also be used for model optimization,
by reformulating the problem (1) defined on XS into the
following task

x∗ = arg min
z∈[0,1]n

U (H (z), f ) (9)

which is solved in the normalized domain [0, 1]n. Further-
more, a good initial design can be obtained as x(0) = sI (f),
which is the best approximation of UF (f) that one can get
from the first-level surrogate.

C. NESTED KRIGING MODELING FRAMEWORK
The entire modeling process has been graphically represented
in Fig. 3. The basic steps include acquisition of the reference
designs, definition of the model domain, design of experi-
ments and gathering the training data through EM simulation,
as well as construction of the final surrogate.
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FIGURE 4. Ring slot antenna geometry. Feed line marked using a dashed
line [81].

TABLE 1. Nested kriging: Modeling results for antenna of Fig. 4.

D. NESTED KRIGING FOR ANTENNA MODELING
Operation and performance of the nested kriging framework
is illustrated using the ring slot antenna example consid-
ered in [70], see Fig. 4. The structure is implemented on
0.76-mm-thick substrate and described by eight parameters x
= [lf ld wd r s sd o g]T ; εr is an additional variable (substrate
permittivity) [81]. For any given εr , the feed line width wf is
calculated to ensure 50 ohm input impedance. The EMmodel
is implemented in CST (∼300,000 cells, simulation 90 s).

The modeling goal was to render the surrogate valid for
the antenna operating frequencies f within the range 2.5 GHz
≤ f ≤ 6.5 GHz, and substrate permittivity εr within the
range of 2.0 ≤ εr ≤ 5.0. There are ten reference designs
selected (cf. [70]). Table 1 shows the average relative RMS
error for the nested kriging model constructed using three
different values of the thickness parameter T and training
data set sizes from 50 to 800 samples. In all cases, the nested
kriging surrogate is more accurate than conventional models.

The dependence of the modeling error on T indicates that
careful choice of this parameter is recommended, which is
one of the practical issues of the technique (cf. Section III.B).
Figure 5 shows the antenna responses for selected test
designs, whereas Fig. 6 illustrates the results of model opti-
mization for the selected target objective vectors. These
experiments were carried out to demonstrate the design utility
of the surrogate.

III. NESTED KRIGING: RECENT DEVELOPMENTS
Having presented the basic formulation and performance
of the nested kriging framework, this section outlines the

FIGURE 5. Ring slot antenna: reflection characteristics at the selected
test designs for the surrogate constructed using nested kriging with
N = 400 training samples and thickness parameter T = 0.05: EM model
(—), surrogate (o).

FIGURE 6. Ring slot antenna: nested surrogate (o) and EM-simulated
responses (—) at the designs obtained by optimizing the surrogate model
with D = 0.1 for (a) f1 = 2.45 GHz, f2 = 5.3 GHz, (b) f1 = 2.2 GHz,
f2 = 4.5 GHz, and (c) f1 = 2.0 GHz, f2 = 4.2 GHz. The required operating
frequencies are marked using vertical lines. The initial design x (0) = sI (f )
is marked using a dotted line.

recent developments of the technique [72]–[77], [82], [83].
These were supposed to address particular aspects of the
nested kriging, including further improvement of its predic-
tive power [77], introduction of more efficient data sampling
schemes [72], model setup automation [73], reduction of the
computational cost of the model setup [74], [75] as well as
incorporation of other algorithmic components, especially
variable-fidelity simulations [82], [83] and response feature
technology [76]. Sections III.A through III.F contain a brief
exposition of these developments illustrated using examples
of antenna and microwave components.
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FIGURE 7. Improved design of experiments procedure for the nested
kriging framework [70]. The picture shows the allocation of the initial
data set {z (k)} assuming a two dimensional objective space and
three-dimensional design space.

TABLE 2. Nested kriging with improved sampling: Modeling results of
dual-band dipole antenna of Fig. 8(a).

A. IMPROVED DESIGN OF EXPERIMENTS
The basic sampling procedure for nested kriging has been
described in Section II.B. It allows for a uniform distribution
of the training data (from the perspective of the objective
space F), by means of the mapping H (8). Notwithstanding,
the overall data uniformity may not be the most advantageous
allocation having in mind a geometry of the surrogate model
domain XS , specifically the fact that XS is a ‘‘thin’’ set: its
tangential dimensions (along sI (F)) are considerably larger
than the orthogonal ones, determined by the parameter T ,
which is typically set between 0.05 and 0.1 [72]. This means
that sample uniformity along sI (F) may be more important
for the model predictive power than the overall uniformity.

The work [72] proposed a modified design of experiments
procedure, aiming at the improvement of the data set proper-
ties in the sense explained above. According to [72], the initial
sample set {z(k)} in [0, 1]n is defined as a Cartesian product
of two independent LHS-allocated sets {z(k)I } and {z(k)II }, both
of the same cardinality NB, allocated in the intervals [0, 1]N

and [0, 1]n−N , respectively. In particular, we have

z(k)= [z(k)I .1 . . . z(k)I .N z(k)II .1 . . . z(k)II .n−N ]
T , k = 1, . . . ,NB

(10)

where z(k)I = [z(k)I .1 . . . z
(k)
I .n]

T , and z(k)II = [z(k)II .1 . . . z
(k)
II .n−N ]

T .
Figure 7 shows a graphical illustration of {z(k)}, {z(k)I } and
{z(k)II }.

FIGURE 8. Dual-band dipole antenna: (a) antenna geometry [84],
(b) allocation of the reference designs.

FIGURE 9. Dual-band dipole antenna of Fig. 8(a): reflection
characteristics at the selected test designs: EM model (—), nested kriging
surrogate with improved sampling constructed using N = 400 training
samples (o).

For illustration, let us consider a dual-band uniplanar
dipole antenna shown in Fig. 8(a) [84]. The antenna geometry
is described by six parameters x = [l1 l2 l3 w1 w2 w3]T ,
whereas l0 = 30, w0 = 3, s0 = 0.15 and o = 5 are fixed
(all dimensions in mm). The modeling goal is to set up a
surrogate model that covers the following ranges of operating
frequencies 2.0 GHz ≤ f1 ≤ 3.0 GHz (lower band), and
4.0 GHz ≤ f2 ≤ 5.5 GHz (upper band). Figure 8(b) shows
the allocation of the reference designs x(j), j = 1, . . . , 10.
The nested kriging model has been constructed using the

training data sets of sizes: sizes from 50 to 400 samples. The
thickness parameter was fixed to T = 0.1. Table 2 shows
the relative RMS error defined as ||Rs(x) – R(x)||/||R(x)||,
whereRs(x) andR(x) are the responses of the surrogatemodel
and the EM simulation model at the design x, respectively.
The errors are averaged over 100 random test samples. For
comparison, the table also shows the results for the kriging
model constructed within the conventional domain X , and
the nested kriging surrogate using the original sampling of
Section II.B. Figure 9 shows the antenna responses at the
selected test designs.

The results in Table 2 demonstrate noticeable improvement
of the model predictive power obtained with the modified
sampling scheme. The differences between the original [70]
and the design of experiments of [72] are more pronounced
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for the smaller data sets (as high as 14 and 17 percent
for 100 and 50 training samples, respectively).

B. AUTOMATED ADJUSTMENT OF DOMAIN THICKNESS
The primary control parameter of the nested kriging frame-
work is the domain thickness coefficient T (cf. Section II).
Its value is important from the point of view of the model
accuracy, the cost of training data acquisition, but also design
utility of the model [70]. Decreasing T leads to a signifi-
cant reduction of the domain volume (e.g., diminishing T
by 50 percent when operating in 10-dimensional parame-
ter space and two-dimensional objective space, reduces the
model domain volume by almost three orders of magnitude),
which has a profound effect on the model predictive power.
Numerical studies [70] confirm this observation (see also
Table 1, Section II.D). However, reducing T may leave some
part of the optimum design manifold UF (F) outside the
domain XS . This is undesirable from the perspective of design
usefulness of the surrogate as the exact optimum is unreach-
able for some regions of the objective space. A graphical
illustration can be found in Fig. 10.

A methodology for automated adjustment of the thick-
ness parameter for the nested kriging was proposed in [73].
The procedure is computationally efficient, based on already
available data (i.e., the reference designs), and ensures that
the model domain defined with the suggested value of the
parameter T contains a majority of the optimum design man-
ifold UF (F).

The procedure emulates surrogate model optimization,
specifically, the behavior of the objective function value U
for the optimization runs executed over a range of thickness
parameter values. Reaching saturation of U indicates that the
model domain contains the manifold UF (F).
Because the actual surrogate is not available at this stage,

the mentioned optimization is carried out using the linear
model

L(z) = R(x)+ JR(x)(z− x) (11)

set up at x ∈ sI (F). The Jacobian matrix JR is estimated
using finite differentiation. The locations of the testing points
x(j)T correspond to the regions of the objective space where
the discrepancy between sI (F) and UF (F) is presumably the
largest. More specifically, the points x(j)T are selected as the
centers of the simplexes S(j) obtained by the triangulation of
the reference designs [73] (cf. Fig. 11).

We denote by b = [b1 . . . bn−N ]T a vector of coefficients
such that −1 ≤ bk ≤ 1, k = 1, . . . , n − N , and let f
∈ F . Given the thickness parameter T and x(j)T = sI (f

(j)
T ), j

= 1, . . . ,NS (NS is the cardinality of the simplex set {S(j)})
the coefficients ak (f

(j)
T ) are defined using (3). Consider the

problem

Ej(T )

= min
b,f

UR

(
L(j)

(
sI (f )+

n−N∑
k=1

bkak (f
(j)
T )v(k)n (f (j)T )

)
, f (j)T

)
(12)

FIGURE 10. Nested kriging framework: the importance of the thickness
parameter T . Increasing T enlarges the model domain which allows for
encapsulating the optimum design manifold UF (F ). However, more
training sample are necessary to construct a reliable surrogate in a larger
domain. The optimum trade-off would be the minimum value of T that
still allows for incorporating the majority of UF (F ) within the domain.

FIGURE 11. Automated adjustment of the thickness parameter T . The
picture shows triangulation of the reference designs. The centers f (j )

T of

the simplexes S(j ) are mapped into the parameter space as x (j )
T = sI (f

(j )
T ).

The vectors x (j )
T are used to determine the domain thickness parameter T .

Here, b = [0 . . . 0]T and f = f(j)T constitute the start-
ing point, whereas UR is the merit function equiva-
lent to U but with explicit dependence on the system
response R, i.e., UR(R(x), f) = U (x, f). Observe that[
sI (f )+

∑n−N
k=1 bkak (f

(j)
T )v(k)n (f (j)T )

]
− sI (f

(j)
T ) represents a

deviation from the starting point x(j)T = sI (f
(j)
T ), with sI (f) –

sI (f
(j)
T ) and

∑n−N
k=1 bkak (f

(j)
T )v(k)n (f (j)T ) being shifts along the

manifold sI (F) and towards the normal vectors v(k)n , respec-
tively; L(j) is of the form (11), established at x(j)T .
For a sequence T1 = 0 < T2 < . . . < TNT (TNT is set to

ensure thatUF (F) ⊂XS forXS defined using TNT ; in practice,
TNT = 0.2 is sufficient in most practical cases), the sequence
Ej(Tk ) obtained using (12) will be decreasing and converging
to Ej(TNT ). Let

E (j)
N .k =

Ej(Tk )−min{k : Ej(Tk )}
max{k : Ej(Tk )} −min{k : Ej(Tk )}

(13)

and

Eaver .k =
1
NS

NS∑
j=1

E (j)
N .k (14)
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FIGURE 12. Normalized sequences E (j )
N.k of (13) and the average

sequence Eaver .k of (14). The recommended value Tth of T is based on the
threshold Eth of the normalized objective function.

FIGURE 13. Compact microstrip rat-race coupler (RRC) [73]: (a) circuit
geometry, (b) reference designs (small circles), their triangulation, and the
simplex centers x (j )

T (large circles) used to estimate the thickness
parameter T .

FIGURE 14. Rat-race coupler: normalized objective value sequences E (j )
N.k

(thin lines) and the average sequence Eaver .k (thick line). The
recommended value of T (obtained for Eth = 0.25) is Tth = 0.115.

be the normalized sequences and their average over j =
1, . . . ,NS . The recommended value Tth, is assigned as the
one corresponding to the average value of the normalized
objective equal to the threshold level Eth (cf. Fig. 12). In [73],
Eth = 0.25was used. The described procedure is approximate
but computationally efficient as it only requires NS (n + 1)
≈ p(n + 1) EM simulations (the number of simplexes S(i) is
typically close to the number p of the reference designs).

FIGURE 15. Rat-race coupler: initial design (· · ··), surrogate model at the
optimized design (- - -), and EM-simulated response at the optimized
design (—) for nested-kriging surrogates constructed with the domain
thickness parameters T = 0, T = 0.06, T = 0.11 (recommended value),
and T = 0.15, shown for a selected target objective vector. The
recommended value gives a good compromise between the surrogate
model prediction and further agreement with the EM simulation results.

For the sake of illustration, let us consider a compact rat-
race coupler (RRC) [73] shown in Fig. 13(a), implemented
on RF-35 substrate (εr = 3.5, h = 0.762 mm). The geometry
parameters of the structure are x = [l1 l2 l3 d w w1]T ; other
dimensions are d1 = d + |w − w1|, d = 1.0, w0 = 1.7,
and l0 = 15 fixed (all in mm). The computational model
R is implemented in CST Microwave Studio. The figures of
interest are the operating frequency f0 and the power split
ratio K . The goal is to construct the surrogate covering the
objective space defined by 1 GHz ≤ f ≤ 2 GHz and –6 dB
≤ K ≤ 0 dB. The details concerning the reference designs
and conventional parameter space can be found in [73].

The thickness parameter has been estimated using the
procedure described above (see also Fig. 13(b)). The recom-
mended value Tth = 0.115, cf. Fig. 14. For verification, the
nested kriging surrogate was constructed for T from 0.0 to
0.15 (with the step of 0.01). The models were optimized for a
number of objective vectors f (the points f(j)T supplemented by
random locations, 50 points in total). The results, gathered in
Table 3 indicate saturation starting at around T = 0.10, which
agrees well with Tth.

For additional validation, the models obtained for T = 0.0,
0.06, 0.11, and 0.15 have been investigated in more detail.
As shown in Fig. 15, the predictions provided by the surrogate
agree well with EM simulation results for the models con-
structed with T = 0.0 and 0.6, and it is slightly worse for T =
0.11. For T = 0.15, the discrepancies between the surrogate
and EM simulation become noticeable, i.e., reliability of the
optimization process is degraded. The models constructed
in larger domains allow for yielding designs that exhibit
improved objective function levels. The recommended value
of T provides a reasonable compromise between the quality
of surrogate prediction and the achievable optimum design.
Also, using T slightly smaller than the recommended value
seems to be a good option.
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TABLE 3. Nested kriging with automated adjustment of domain
thickness: Surrogates and their optimization results for rat-race coupler
of. Fig. 13(a).

C. NESTED KRIGING WITH GRADIENT-BASED FIRST-LEVEL
SURROGATE
One of the practical issues of the nested kriging but also
other performance-driven modeling methods is a high ini-
tial cost related to acquisition of the reference designs. The
number of the reference designs rapidly increases with the
dimensionality of the objective space and obtaining each
one of them required a separate optimization run. In [74]
and [75], a technique for reducing the number of reference
points needed to construct the first-level model sI (f) has
been proposed using the gradient enhanced kriging (GEK)
method [85].

The model sI (f) is an inverse surrogate identified using
the pairs {f(j), x(j)}, j = 1, . . . , p, where f(j) are the objec-
tive vectors and x(j) are the parameter vectors optimized
in (1). Because sI (F) is a low-dimensional object, gradient-
enhanced kriging is suitable to limit p by incorporating the
sensitivity data Jx(f) = ∂x/∂f = ∂UF (f)/∂f. The entries Jjkx
of Jx(f) are the partial derivatives of the (optimized) param-
eters xj with respect to fk . These can be estimated using the
system response sensitivities already known as a by-product
of solving (1). Let R(x) be the response of the EM model
of the system at hand and J(x) be its Jacobian matrix at x.
Further, let d = [d1 . . . dN ]T be a vector of perturbations of
the performance figures. We first find the perturbed designs
x(j.k) corresponding to [f (j)1 . . . f (j)k + dk . . . f

(j)
N ]T , as

x(j.k) = argmin
x
UL(x; f

(j)
1 , . . . , f (j)k + dk , f

(j)
N ) (15)

FIGURE 16. Conceptual illustration of the sensitivity-based first-level
model for the nested kriging framework. Shown are the image of the
GEK-based model sI.GEK (F ) and the domain XS defined as the extension
of sI.GEK (F ). Here, the first-level model is defined using the corner
reference designs x (j ) only and their corresponding sensitivities
∂x/∂f = ∂UF (f (j ))/∂f marked using arrows and gray shading.

TABLE 4. GEK-based nested kriging: Modeling results for impedance
matching transformer of Fig. 17(a).

The UL is based on the first-order model R(x) = R(x(j))+
J(x(j))·(x−x(j)) to ensure low cost of solving (15). The actual
figures interest [f (j.k)1 . . . f (j.k)N ]T at x(j.k) are extracted from
R(x(j.k)). As dk are small, we have

x(j.k)l ≈ x(j)l +
N∑
r=1

J xlr (x
(j))[f (j.k)r − f (j)r ] (16)

The matrix form of (16) is X = JxF, where X =
[x(j.1) − x(j) . . . x(j.N )

− x(j)] and F = [f (j.l) − x(j)]k,l=1,...,N .
IfF is nonsingular, which is typically the case as off-diagonal
elements are normally small, then we get

Jx = XF−1 (17)

Using {f(j), x(j), Jx(f(j))}, j = 1, . . . , p, as the training set,
the first-level model can be constructed using GEK [85].
The benefit is a significantly smaller number of data samples
required to yield the model as compared to the derivative-
free version. The remaining components of the nested krig-
ing remain unchanged as compared to the formulation in
Section II. A graphical illustration of the sensitivity-based
first-level model can be found in Fig. 16.

The benefits of the sensitivity-based modeling are demon-
strated using the 50-to-100 Ohm impedance matching trans-
former shown in Fig. 17(b). The designable variables are x=
[l1.1 l1.2 w1.1 w1.2 w1.0 l2.1 l2.2 w2.1 w2.2 w2.0 l3.1 l3.2 w3.1
w3.2 w3.0]T . The objective space is defined by the following
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FIGURE 17. CMRC-based three-section impedance transformer:
(a) compact cell (CMRC), (b) transformer geometry [71], (c) reference
designs for the conventional nested-kriging technique (solid circles)
(9 reference points) and the gradient-enhanced technique (o) (only
4 reference points in the objective space corners).

ranges of operating bands [f1f2] (defined by |S11| ≤ −20 dB):
with 1.5 GHz≤ f1 ≤ 3.5 GHz, and 4.5 GHz≤ f2 ≤ 6.5 GHz.

The allocation of the reference designs for the original
and sensitivity-based nested kriging are shown in Fig. 17(c).
The first-level surrogates rendered by both frameworks are
in good agreement (cf. Fig. 18). Note that the GEK-based
model requires only four reference designs versus nine for
the original version.

The modelling results and comparisons with the bench-
mark techniques can be found in Table 4 (see also Fig. 19).
It should be emphasized that despite the reduced number
of reference designs, the accuracy of the gradient-enhanced
surrogates is slightly better than that of the basic version of the
nested kriging technique, let alone the conventional methods.

D. NESTED KRIGING WITH RESPONSE FEATURES
The response feature technology [86], [87], was introduced to
speed up the simulation-based design procedures by explor-
ing the particular structure of the systems outputs (pri-
marily, the frequency characteristics). It capitalizes on the
observation that the feature point coordinates are typically
only weakly nonlinear (as functions of the design parame-
ters) as compared to the original outputs. The characteristic
points (features) are selected to be sufficient for evaluating
the design quality. In [76], an incorporation of the response
feature approach into the nested kriging framework has been
proposed for a particular case of multi-band antennas. The
concept is briefly recalled and illustrated in this section.

When handling input characteristics of multi-band anten-
nas, an appropriate choice of the feature points would be the
frequency locations of the antenna resonances and the points
corresponding to −10 dB level of reflection. These points
can be extracted from the EM simulation results and used

FIGURE 18. First-level models sI (f ) : F → X for selected design variables
of the transformer of Fig. 17(b) as functions of the performance figures:
nested kriging (mesh surface) and GEK-based (black circles); red circles
indicate reference designs utilized by the original nested kriging
technique (GEK-based first level model utilizes four designs in the
corners of the space F ).

FIGURE 19. Impedance matching transformer: reflection characteristics
at the selected test designs: EM simulation model (—), the GEK-based
surrogate obtained using N = 400 training samples (o).

to allocate the resonances at the required operating frequen-
cies and/or optimize the antenna for maximum bandwidth
(see Fig. 20).

For the sake of explanation, we denote the feature points
referring to p antenna resonances as RF (x) = [f1(x) f2(x) . . .
fp(x) l1(x) l2(x) . . . lp(x)]T , where fk and lk stand for their
frequency and level coordinates, k = 1, . . . , p, respectively.
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FIGURE 20. Exemplary reflection responses and the feature points (here,
corresponding to antenna resonances and −10 dB reflection levels) for:
(a) dual-band antenna, (b) triple-band antenna.

FIGURE 21. Geometry of the triple-band dipole antenna [83].

FIGURE 22. Triple-band dipole antenna: optimization using
feature-based nested kriging: EM-simulated responses at the initial
designs (. . . . .) obtained from the surrogate, and optimized responses
(—). Target operating frequencies marked using vertical lines:
(a) f1 = 2.1 GHz, k1 = 1.4, k2 = 1.4 (f2 = 2.94 GHz, f3 = 4.12 GHz),
(b) f1 = 2.4 GHz, k1 = 1.4, k2 = 1.5 (f2 = 3.36 GHz, f3 = 5.04 GHz).

In feature-based nested kriging [76], the first-level sur-
rogate and the domain definition are the same as in
Section II. The training set for the final surrogate is {x(k)B ,
RF (x

(k)
B )}k=1,...,NB. If the design objectives can be quantified

using the selected feature points, modelling of RF rather than
R does not lead to any loss of information from the design
perspective.

For illustration, consider a triple-band dipole antenna
shown in Fig. 21 [83]. The antenna is implemented on
RO4350 substrate (εr = 3.48, h = 0.762 mm) and fed by
a coplanar waveguide. The geometry parameters are: x =
[l1 l2 l3 l4 l5 w1 w2 w3 w4 w5]T ; where l0 = 30, w0 = 3,
s0 = 0.15 and o = 5 are fixed (all dimensions in mm).
The computational model is simulated in CST Microwave
Studio and with its time-domain solver. The surrogate model
should be valid for the operating frequencies fk , k = 1, 2, 3,
f2 = f1k1, f3 = f2k2, within the following ranges: 1.5 GHz
≤ f1 ≤ 2.5 GHz, 1.2 ≤ k1 ≤ 1.6, and 1.2 ≤ k2 ≤ 1.6. The
details concerning the reference designs and the conventional
parameter space can be found in [76].

TABLE 5. Feature-based nested kriging: Modeling results for triple-band
antenna of Fig. 21.

FIGURE 23. Triple-band dipole antenna: simulated characteristics at the
design shown in Fig. 26(b): (a) realized gain, (b) H-plane radiation
patterns at 2.45 GHz, 3.36 GHz, and 5.04 GHz, respectively. The target
operating frequencies shown using vertical lines.

Table 5 gathers the numerical results (average rela-
tive RMS calculated based on 100 independent random
test points) for several modeling scenarios. Modelling the
feature-point coordinates instead of the complete responses
allows for achieving a considerably better predictive power of
the surrogate. Application examples shown in Fig. 22 indicate
that this has no detrimental effects on the model design utility.
Figure 23 shows the realized gain as well as radiation patterns
of the antenna of Fig. 21 at the design of Fig. 22(b).

E. NESTED KRIGING WITH VARIABLE-FIDELITY MODELS
The involvement of variable-fidelity EM simulations is a nat-
ural way of reducing the cost of training data acquisitionwhen
constructing the surrogate. One of the popular approaches
to blend the low- and high-fidelity simulation data is co-
kriging [64]. In the context of modeling of high-frequency
structures, it is more suitable for handling components that
exhibit wideband characteristics where the discrepancies
between the models of various fidelities are mostly vertical
(i.e., concern the response levels rather than frequency shifts).
In [83] and [88], the nested kriging was combined with co-
kriging, which is rather straightforward: the first-level model
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FIGURE 24. Flow diagram of nested kriging with variable-fidelity EM
simulations and co-kriging.

FIGURE 25. Wideband monopole antenna [89]: (a) geometry (ground
plane shown using light gray shade), (b) reflection responses at the
selected test designs: EM model (—), nested co-kriging surrogate with
Nf = 50 and Nc = 400 (o).

is constructed in a traditional manner (cf. Section II), whereas
the final surrogate is a co-kriging one, using a limited number
of high-fidelity data. Figure 24 shows the flow diagram of the
modeling procedure.

For illustration, consider an ultra-wideband monopole
antenna of Fig. 25(a) [89]. The variables are x = [L0 dR
Rrrel dL dw LgL1R1 dr crel]T . The antenna is supposed to
operate from 3.1 GHz to 10.6 GHz. The EM models are
implemented in CST: low-fidelity model Rc (∼380,000 mesh
cells, simulation time 56 seconds), high-fidelity model Rf
(∼1,800,000 cells, 400 seconds). Both models incorporate
the SMA connectors.

The surrogate model is supposed to be valid within the
objective space defined by the parameters of the substrate the
antenna is implemented on: permittivity 2.0 ≤ εr ≤ 5.0 and
height 0.5 mm ≤ h ≤ 1.5 mm. The details concerning the
reference designs can be found in [83].

The nested co-kriging model has been constructed using
various numbers of high- and low-fidelity samples Nf and
Nc: Nf = 20 and Nc = 400, Nf = 50 and Nc = 400,

TABLE 6. Nested kriging with variable-fidelity models: Modeling results
for wideband monopole antenna of Fig. 25(a).

Nf = 100 and Nc = 400, as well as Nf = 50 and Nc =
800. The numerical results are gathered in Table 6 (see also
Fig. 25(b)). It can be observed that the accuracy of the nested
co-kriging is comparable to that of the high-fidelity nested
kriging obtained using 400 and 800 samples. However, the
cost of training data acquisition is lower than for the high-
fidelity-only nested kriging. Depending on the setup (i.e., Nf
and Nc) it is just between 76 and 162 equivalent high-fidelity
model evaluations.

F. NESTED KRIGING WITH DOMAIN DIMENSIONALITY
REDUCTION
As explained in Section II, the nested kriging framework
attempts to construct the surrogate model in the vicinity of the
optimum design manifold UF (F), using the set of reference
designs x(j) = UF (f(j)) = [x(j)1 . . . x(j)n ]T , j = 1, . . . , p, where
f(j) = [f (j)1 . . . f (j)N ] ∈ F .
The reference designs provide information about UF (F)

but also about correlations between optimum parameter sets.
This has been explored in [77], where the nested kriging with
dimensionality reduction was introduced using the spectral
analysis of {x(k)}. Given a center of gravity of {x(k)}

xm =
1
p

p∑
k=1

x(k) (18)

the covariance matrix Sp of {x(k)} can be defined as

Sp =
1

p− 1

p∑
k=1

(x(k) − xm)(x(k) − xm)T (19)

The eigenvectors ak , k = 1, . . . , n of Sp (principal com-
ponents of {x(k)}) [90] determine the directions of the most
important correlations between the optimum system param-
eters within F . The eigenvalues λk , representing the vari-
ance of {x(k)} in the eigenspace, are assumed to be ordered,
i.e., λ1 ≥ λ2 ≥ . . . ≥ λn ≥ 0.
The first-level surrogate sI (f): F → X , is constructed as in

Section II, using {f(j), x(j)}, j = 1, . . . , p, as the training set.
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FIGURE 26. Basic components of nested kriging with dimensionality
reduction: (a) objective space F , (b) reference designs and the first-level
model image sI (F ). Also shown are two exemplary points sI (f ) along with
their corresponding tangent vectors t1 and t2 and the normal vector w1
obtained as in (22).

In nested kriging, the model domain is defined by extending
sI (F) towards vectors {v

(k)
n (f)}, k = 1, . . . , n – N , that are

normal to sI (F) at all f ∈ F [70]. The extension amount is
controlled by the thickness parameter T . The domain dimen-
sionality n is the same as the dimensionality of the original
parameter space X .

In [77], the domain was defined through selective exten-
sion, realized with K ≤ n normal vectors, determined from
the principal components ak . For a non-trivial extension, one
needs K > N . We denote by tj(f), j = 1, . . . ,N , the vectors
tangent to sI (F) at f. The representation of {tj(f)}j=1,...,N with
respect to {ak}k=1,...,K , can be found as[

t̄1(f ) . . . t̄N (f )
]
= ATK [t1(f ) . . . tN (f )] (20)

where AK = [a1 . . . aK ]; and t̄ j(f ) are K × 1 vectors. Let
T(f) be a complement of

[
t̄1(f ) . . . t̄N (f )

]
to a square K ×

K matrix T (f ) =
[
t̄1(f ) . . . t̄N (f ) eN+1 eN+2 . . . eK

]
,

where ej = [0 . . . 010 . . . 0]T with 1 at the jth position. The
matrix TGS (f) of K orthonormal vectors

TGS (f ) =
[
t̃1(f ) . . . t̃N (f ) w1(f ) . . . wK−N (f )

]
(21)

is then obtained from T(f) using a Gram-Schmidt proce-
dure [91]. Among these, the vectors wj(f), j = 1, . . . ,K – N ,
will be used to realize the orthogonal extension of sI (F). The
number of principal components employed in the procedure
(in practice, K – N = 1 or 2) should be decided upon based
on the eigenvalue analysis.

FIGURE 27. Construction of the extension basis {wi (f )} of (21). The
picture shows the set sI (F ), a selected reference design, its corresponding
tangent vectors {tj }, and zoom onto the construction procedure shown in
the inset.

FIGURE 28. Flow diagram of the nested kriging with dimensionality
reduction.

The surrogate model domain XS is defined as

XS =

 x = sI (f )+ T
K−N∑
k=1

λkw
(k)
n (f ) : f ∈ F,

−1 ≤ λk ≤ 1, k = 1, . . . ,K − N

 (22)

The thickness parameter T is similar to that used by the
nested kriging framework and it is set to be a fraction (five to
ten percent) of the reference set extent towards the first prin-
cipal component and also takes into account the relationships
between the eigenvalues λk . The dimensionality of XS is K .
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FIGURE 29. Quasi-Yagi antenna [92]: (a) top layer, (b) bottom layer.

Figures 26 and 27 show the basic components of themodeling
framework.

Having the domain XS defined as in (22), the final surro-
gate s(x) is constructed using kriging interpolation. The train-
ing data is denoted the same way as in Section II, i.e., {x(k)B ,
R(x(k)B )}k=1,...,NB, where x

(k)
B ∈ XS are uniformly allocated

samples andR(x) is the response of the EM-simulation model
of the system at hand at x.
The details concerning design of experiments and surro-

gate model optimization can be found in [77]. The flow
diagram of the modeling process has been shown in Fig. 28.
The overall benefits of the presented approach are the same
as for the basic version of the nested kriging. Additional
advantages come from dimensionality reduction and include
further improvement of the predictive power and improved
scalability as a function of the training data set size.

Let us consider a verification case, which is a quasi-
Yagi antenna with a parabolic reflector [92] shown
in Fig. 29, and described by ten parameters x =
[W L Lm Lp Sd Sr W2Wa Wd g]T (all dimensions in mm). The
antenna is implemented on 1.5-mm-thick substrate. The feed
line width W1 is computed for a given substrate permittivity
εr to ensure 50-ohm input impedance. The permittivity is as
an operating condition and a part of the objective space F .
The EM model is simulated in CST Microwave Studio.

The modeling goal is to render the surrogate valid for the
following ranges of operating frequency and εr : 2.5 GHz
≤ f0 ≤ 5.0 GHz and 2.5 ≤ εr ≤ 4.5. The antenna char-
acteristics of interest are reflection and realized gain. A few
comments are necessary concerning the design optimality.
It is understood, for a given center frequency f0, in the follow-
ing sense: (i) ensure at least 8-percent fractional bandwidth
(symmetric w.r.t. f0), assuming a given substrate permittivity
εr , (ii) maximize the average realized gain within the same
8-percent bandwidth. This can be formalized as minimization
of the following objective function

U (x, f ) = U (x, [f0 εr ]T )

= −(f0B)−1
∫ f0(1+B/2)

f0(1−B/2)
G(x, f )df + βc(x) (23)

In (23), G(x, f ) denotes the realized gain at the design x
and frequency f ; βc(x) stands for the penalty term with β
being a penalty coefficient and c being a penalty function.
The function c quantifies violation of the constraint |S11| ≤
−10 dB and it is defined as c(x) = max{max{f0(1− B/2) ≤
f ≤ f0(1 + B/2) : |S11(x, f )| + 10}, 0}2. There are eight

FIGURE 30. Quasi-Yagi antenna: reflection characteristics at the selected
test designs: EM simulation (—), surrogate model with dimensionality
reduction set up using K = 4 and N = 200 (o).

FIGURE 31. Quasi-Yagi antenna: application case studies. Shown are: the
nested-kriging surrogate with dimensionality reduction (o), the nested
kriging model [70] ( ) and EM simulation at the design obtained through
optimization of the surrogate (—). The designs have been obtained for the
following objective vectors: (a) f0 = 4.2 GHz, εr = 2.5, (b) f0 = 3.8 GHz,
εr = 4.1, (c) f0 = 3.0 GHz, εr = 4.4. The target operating band marked
using the vertical lines. Reflection and realized gain characteristics shown
using black and gray lines, respectively.

reference designs corresponding to {f0, εr} = {2.5, 4.5},
{3.5, 4.5}, {5.0, 4.5}, {2.5, 2.5}, {5.0, 2.5}, {3.5, 2.5}, {4.5,
3.5}, and {3.0, 3.5} (f0 in GHz).
The surrogate model is set up for several numbers of

principal directions K = 3, 4, and 5 (T = 0.25 mm).
The nested kriging model used as one of the benchmark
techniques was constructed using T = 0.05. The results are
gathered in Table 7, see also Fig. 30. The conventional surro-
gates demonstrate poor quality (error higher than 30 percent
even for 800 training samples). The nested kriging model
is more reliable with the practically useful predictive power
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TABLE 7. Nested kriging with domain dimensionality reduction:
Modeling results for Quasi-Yagi antenna of Fig. 29.

achieved for at least 200 training samples. The surrogate with
dimensionality reduction is significantly better: the usable
accuracy is already obtained for 100 samples.

It should be noted that the first two principal components
are dominant for this antenna (normalized eigenvalues equal
to λ1 = 1.00 and λ2 = 0.23), whereas the remaining λ-s
are significantly smaller (λ3 = 0.05, λ4 = 0.04, λ5 =
0.008). This indicates that using four principal directions is
sufficient. Application case studies shown in Fig. 31 confirm
this conclusion: the designs obtained by optimizing the surro-
gate model described in this section are comparable to those
rendered with the use of the nested kriging model.

IV. CONCLUSION
This article summarized the recent developments of the
nested kriging framework, a procedure for constructing
reliable surrogate models of high-frequency components
and structures. Nested kriging belongs to the class of
performance-driven modeling methods that rely on appropri-
ate confinement of the model domain. The aim is to focus
the modeling process on the relevant parts of the parameter
space, specifically those that contain high-quality designs
with respect to the considered performance figures. The
computational benefits include considerable reduction of the
number of training data samples required to set up a reliable
surrogate but also a possibility of rendering models over
broad ranges of system parameters and operating conditions,
beyond the capabilities of conventional techniques.

In this work, we briefly recalled the basic formulation
of nested kriging and discussed its recent developments.
These advancements concern all major aspects of the tech-
niques, including the improvements of design of experi-
ments, automation of the setup of the control parameters,
as well as the various approaches to improve further the
predictive power of the nested kriging surrogate. The latter
include variable-thickness domain, incorporation of variable-
fidelity simulation models, a combination of the nested
kriging framework with response feature technology, and
explicit reduction of the model domain dimensionality using
the spectral analysis of the reference set. Finally, a tech-
nique for reducing the number of reference designs (directly
affecting the initial setup cost of the surrogate) using
gradient-enhanced kriging has been discussed as well. The
presented approaches can be used to extend the range of

applicability of nested kriging to higher-dimensional cases
but also to lower the computational cost of training data
acquisition.

Our discussions have been illustrated using a large num-
ber of real-world high-frequency test cases, both antenna
and microwave components and enhanced using compre-
hensive comparative studies. The authors believe that this
work may be useful for the readers interested in alterna-
tive approaches to surrogate modeling of high-frequency
structures and increase the awareness of the potential of
performance-driven methods in terms of what they may offer
as compared to traditional techniques.
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