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ABSTRACT Parameter adjustment through numerical optimization has become a commonplace of con-
temporary microwave engineering. Although circuit theory methods are ubiquitous in the development of
microwave components, the initial designs obtained with such tools have to be further tuned to improve
the system performance. This is particularly pertinent to miniaturized structures, where the cross-coupling
effects cannot be adequately accounted for using equivalent networks. For the sake of reliability, design
closure is normally performed using full-wave electromagnetic (EM) simulation models, which entails
considerable computational expenses, often impractically excessive. Available mitigation techniques include
acceleration of the conventional (e.g., gradient-based) routines using adjoint sensitivities or sparse sensitivity
updates, surrogate-assisted and machine learning algorithms, the latter often combined with nature-inspired
procedures. Another alternative is the employment of variable-fidelity simulations (e.g., space mapping,
co-kriging), which is most often limited to two levels of accuracy (coarse/fine). This work discusses
an EM model management approach coupled with trust-region gradient-based routine, which exploits
problem-specific knowledge for continuous (multi-level) modification of the discretization density of the
microwave structure at hand in the course of the optimization run. The optimization process is launched at
the lowest discretization level, thereby allowing for low-cost exploitation of the knowledge about the device
under study. Subsequently, based on the convergence indicators, the model fidelity is gradually increased
to ensure reliability. The simulation fidelity selection is governed by the algorithm convergence indicators.
Computational speedup (i.e., reduction in the number of EM simulations required by the optimization process
to converge) is achieved by maintaining low resolution in the initial stages of the optimization run, whereas
design quality is secured by eventually switching to the high-fidelity model when close to concluding the
process. Numerical verification is carried out using two microstrip circuits, a dual-band power divider
and a dual-band branch-line coupler, with the average savings of almost sixty percent when compared to
single-fidelity optimization.

INDEX TERMS Simulation-based optimization, microwave design, multi-fidelity simulations, model
management, gradient-based search.

I. INTRODUCTION
The role of full-wave electromagnetic (EM) simulations
has been gradually increasing in microwave design over

The associate editor coordinating the review of this manuscript and
approving it for publication was Wenjie Feng.

the years [1]–[4]. Perhaps the major reason is that tradi-
tionally used analytical or network-equivalent tools are no
longer adequate when EM cross-couplings [5], substrate
anisotropy [6], the effects of environmental components (con-
nectors, housing, nearby devices) [7], or multi-physics phe-
nomena [8], are to be taken into account. At the same time, the
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topological complexity of microwave circuits has been grad-
ually increasing to meet the stringent performance require-
ments pertinent to emerging areas (5G communications [9],
energy harvesting [10], wireless power transfer [11], space
applications [12]), to enable miniaturization [13]–[15], or to
implement additional functionalities (dual-band [16], [17]
or multi-band operation [18], [19], tunability [20], uncon-
ventional phase characteristics [21], etc.). Topologically
sophisticated circuits are described by a large number of
design variables that need to be simultaneously tuned in
pursuit of controlling multiple performance figures and
constraints. When conducted at the level of EM simula-
tion models (otherwise mandatory to ensure reliability),
the parameter adjustment process becomes a daunting task.
The major challenge is high computational cost incurred
by a typically large number of EM analyses associated
with numerical optimization procedures. This cost may
be impractical even for local search (both gradient-based
[22], [23], and derivative-free [24] procedures), and it
becomes prohibitive in the case of global optimization, espe-
cially when using population-basedmetaheuristics [25]–[28].
Similar issues arise while solving uncertainty quantification
problems such as statistical analysis [29] or tolerance-aware
design [30].

Given the aforementioned challenges, the development
of more efficient optimization algorithms is a matter of
practical necessity. A possible option is to accelerate eval-
uation of the system response gradients, which can be
achieved using adjoint sensitivities [31], [32], mesh defor-
mation methods [33], [34], or sparse Jacobian updates within
gradient-based optimization procedures [35], [36]. Another
possibility, which has been gaining an increasing popularity
over the recent years, is the incorporation of surrogate mod-
elling techniques [37], [38]. Two major classes thereof can be
distinguished, data-driven [39], and physics-based ones [40].
The models of the former group are more popular, cheap
to evaluate, generic, and easily accessible (e.g., [41], [42]).
Some of widely used methods include kriging [43], radial
basis functions [44], neural networks [45], support vector
regression [46], and polynomial chaos expansion [47]. Unfor-
tunately, a construction of accurate surrogates of microwave
components is severely hindered by the curse of dimen-
sionality. A popular approach is to combine a number of
approximation models are often combined with sequential
design of experiments techniques [48] to enable acceler-
ated globalized search [49], also in conjunction with nature-
inspired algorithms [50]–[52]. Still, practical applicability of
such methods is in most cases limited to structures described
by few parameters [53], [54]. Physics-based surrogates are
more immune to dimensionality issues due to being based on
the problem-specific knowledge embedded in the underlying
low-fidelity models (e.g., equivalent networks) [55]. For the
same reason, these methods are less versatile. Popular tech-
niques of this group include space mapping [56], response
correction methods [57], [58], cognition-driven design [59],
or feature-based optimization [60].

Although the relevance of global search is undeniable
in certain application areas such as antenna array pattern
synthesis [61], design of frequency selective surfaces [62],
or metasurfaces for stealth technology [63], as well as param-
eter tuning of CMRC-based compact microstrip compo-
nents [64], majority of typical EM-driven scenarios involve
local optimization. In many cases, reasonable starting points
can be identified using circuit-theory tools, so that dramatic
alterations of geometry parameters are often unnecessary.
As outlined above, expediting local procedures (in particular,
gradient-based algorithms) can be achieved using adjoint
sensitivities, yet it is an intrusive technique, which is not
widespread in commercial simulation packages. Whereas
purely algorithmic means such as sparse sensitivity updates
(e.g., involving design relocation [65] or Jacobian change
tracking [66], Broyden-based schemes [67]), may result
in over fifty percent speedup with a certain degradation
of design quality. Variable-fidelity methods such as space
mapping [56] can be extremely efficient, yet their perfor-
mance is highly dependent on the optimization framework
setup (low-fidelity model selection [68], model correction
technique [69]). The employment of multi-fidelity simula-
tion models may lead to additional benefits. In particular,
sequential application of two or more resolutions potentially
allows for further acceleration [70]. However, a practical
issue remains model management: selecting the right dis-
cretization levels as well as the criteria for switching between
the models is not a trivial endeavour; both factors affect the
reliability and computational complexity of the optimization
process [71].

In this work, a novel optimization procedure is proposed,
which incorporates multi-resolution EM simulation models
into the gradient-based algorithm. The discretization level
of the structure under design is selected from the prede-
fined spectrum of resolutions allocated between the lowest
usable fidelity, and the high-fidelity representation (estab-
lished to render the ultimate level of accuracy according to the
designer’s needs). Appropriate assessment of the admissible
spectrum of model fidelities requires exploiting problem-
specific knowledge and allows for achieving a significant
acceleration of optimization process without considerable
deterioration of the design quality. The model fidelity uti-
lized at any particular stage of the optimization process
is correlated to convergence status of the algorithm, with
the model resolution gradually increased towards the end
of the procedure to ensure reliability. Here, in order to extract
the information about the optimization process status and
performance, convergence indicators have been defined that
are utilized for governing model fidelity adjustment through-
out the entire process. Numerical verification of the algo-
rithm is carried out using two microstrip circuits, a dual-
band branch-line coupler and a dual-band power divider.
In both cases, the computational efficiency of the proposed
technique by far exceeds that of the conventional (high-
fidelity model only) optimization with the average savings
of almost sixty percent. At the same time, degradation of
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the design quality is negligible. To the best knowledge
of the authors, the presented approach is the first attempt
to develop a rigorous model management strategy capa-
ble of handling a continuous spectrum of computational
model fidelities. The framework can be considered a step
towards improving the efficacy of EM-driven design opti-
mization procedures by the employment of multi-resolution
simulations.

II. MULTI-RESOLUTION MODELS AND
KNOWLEDGE-BASED MODEL MANAGEMENT FOR
EXPEDITED OPTIMIZATION OF MICROWAVE
COMPONENTS
The purpose of this section is to introduce a method-
ology incorporating multi-resolution EM simulations into
the gradient-based optimization procedure. The fundamental
component of the presented approach is a knowledge-based
strategy for handling variable-fidelity models in the course
of the optimization run. In order to expedite the param-
eter adjustment process, coarse-discretization simulations
are employed in the early stages, gradually replaced by
finer-discretization ones when approaching convergence,
which is to ensure reliability. The developed model manage-
ment scheme is generic in the sense that it can be embed-
ded into any iterative search procedure of a descent type.
Notwithstanding, for the sake of demonstration, in this work,
it is combined with the trust-region algorithm. The remaining
part of this section is organized as follows. Section II.A
formulates the design closure task, whereas Section II.B
recalls the standard trust-region gradient-based optimiza-
tion algorithm. Multi-resolution models are discussed in
Section II.C . Sections II.D and II.E outline the model
management scheme and the entire optimization procedure,
respectively.

A. MICROWAVE DESIGN CLOSURE
The final adjustment of geometry parameters (also referred
to as design closure) is necessary to account for inaccura-
cies of the prior design stages, often performed using cir-
cuit theory tools [72]. At times, especially in the case of
miniaturized structures implemented using, e.g., compact
microstrip resonant cells (CMRCs), the parameter tuning
needs to be more invasive because even identification of a
reasonable initial design might be challenging. Numerically
rigorous design closure requires a definition of the quality
metric, which, in practice, needs to accommodate two or
more objectives, such as the operating bandwidth, power
split ratio, port isolation, or the phase relationships between
the input and output signals. This works addresses single-
objective optimization (as opposed to genuinemulti-objective
design, e.g., [27], [52]). Handling of several figures of merit
is tackled by the assignment of a primary objective and
controlling the remaining ones through appropriately defined
constraints.

To formulate the design closure task, we will denote
as x = [x1 . . . xn]T the vector of independent parameters

of the microwave component of interest. We aim at
solving

x∗ = argmin
x
U (x) (1)

subject to inequality constraints gk (x) ≤ 0, k = 1, . . . , ng,
and equality constraints hk (x) = 0, k = 1, . . . , nh. Because
the constraints are often related to the electrical charac-
teristics of the structure, they are expensive to evaluate
(EM simulation is required). Consequently, their explicit
treatment is inconvenient. In this work, implicit handling
using a penalty function approach is used [73]. In partic-
ular, the parameter adjustment problem is reformulated as
follows:

x∗ = argmin
x
UP(x) (2)

where the function UP takes the form of

UP(x) = U (x)+
∑ng+nh

k=1
βkck (x) (3)

The penalty functions ck (x) are introduced to measure
violations of the constraints (here, inequality and equality
constraints are handled together), whereas βk stand for the
penalty coefficients. The values of βk are normally selected
to ensure that the contributions of the penalty terms are
noticeable as compared to the primary objective if viola-
tions of the respective constraints are beyond acceptable
levels.

Let us consider some examples. In the following, the circuit
scattering parameters will be denoted as Skl(x, f ), where f
stands for the frequency, and x, as before, represents the
vector of designable variables; k and l are denote the circuit
ports.
• Design of a dual-band coupler assuming the operating
frequencies f1 and f2. The requirements are: (i) ensuring
equal power split at both f1 and f2, (ii) minimization of
the circuit matching and isolation responses (also at both
operating frequencies). In this case, the second require-
ment is selected as a primary objective and treated in
a minimax sense because the achievable levels of nei-
ther matching nor isolation responses are not known
beforehand. The first requirement is handled through an
equality constraint. Consequently, the objective function
UP takes the form of

UP(x) = max{S11(x, f1), S11(x, f2),

S41(x, f1), S41(x, f2)}

+β[|S21(x, f1)− S31(x, f1)|2

+ |S21(x, f2)− S31(x, f2)|2] (4)

• Design of a triple-band power divider assuming the
operating frequencies f1, f2, and f3. The requirements
are: (i) ensuring equal power split at all operating fre-
quencies, (ii) minimization of the circuit input matching
|S11|, output matching |S22| and |S33|, (iii) minimization
of isolation |S23| (both (ii) and (iii) at f1, f2, and f3).
Similarly as in the previous example, the equal power
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FIGURE 1. Multi-resolution EM-simulation models for a dual-band power
divider: (a) circuit geometry, (b) simulation time versus discretization
density of the structure (governed by the lines-per-wavelength parameter,
LPW), (c) selected S-parameter characteristics corresponding to the
selected values of LPW. The discretization densities corresponding to
the high-fidelity model (- - -), and the lowest usable low-fidelity
one (—), are marked using the vertical lines.

split requirement will be treated as constraint, whereas
the remaining specifications will be minimized in a
minimax sense. The objective function takes the form
of

UP(x)=max
{

max
k,l∈{1,2,3}

Skk (x, fl), max
l∈{1,2,3}

S23(x, fl)
}

+β

3∑
l=1

|S21(x, fl)− S31(x, fl)|2

(5)

If the geometrical symmetry of the circuit ensures satisfac-
tion of the equal power split condition, the second term in (5)
becomes redundant.

B. TRUST-REGION GRADIENT-BASED OPTIMIZATION
ALGORITHM
As mentioned at the beginning of this section, the proposed
approach to multi-resolution optimization can be incorpo-
rated into various iterative search procedures. Here, for the
sake of illustration, it is combined with the trust-region (TR)
gradient-based algorithm [74], which is briefly recalled in
the remaining part of this sub-section. In Section III, the TR
procedure utilizing the high-fidelity model is also used as a
reference method to determine the computational benefits of
the methodology proposed in this paper.

The idea behind the TR procedure is to approximate the
solution x∗ to (2) with a series of parameter vectors x(i)

produced by solving the sub-problems

x(i+1) = arg min
||x−x(i)||≤d (i)

U (i)
L (x) (6)

in which the objective functionU (i)
L is of the same form as the

function UP except that it is defined at the level of the local
approximationmodel of the system characteristics rather than
directly the EM-simulated outputs. Here, a linear expansion
model is used, which, for the scattering parameter Skl , takes
the form of

S(i)kl.L(x, f ) = Skl(x(i), f )+ Gkl(x(i), f ) · (x− x(i)) (7)

Similarly as in (7), x(i) is the current iteration point,
whereas Gkl (x(i), f ) stands for the gradient of Skl at x(i)

and frequency f . The gradients are obtained through finite
differentiation at the cost of n additional EM simulations of
the circuit under optimization (recall that n is the number of
independent parameters). The trust region size d (i) is updated
after each iteration; in particular, it is increased if the gain
ratio r = [UP(x(i)+1) − UP(x(i))]/[U

(i)
L (x(i+1)) − U (i)

L (x(i)) is
sufficiently large (e.g.,> 0.75), and decreased if r is too small
(e.g., < 0.25). Also, the new point x(i+1) is only accepted if
the improvement of the primary objective function has been
observed, i.e., UP(x(i+1)) < UP(x(i)). If this is not the case,
the iteration is repeated with a reduced d (as r < 0). As high-
lighted in the introduction, the procedure (6), (7) can be
expedited by the incorporation adjoint sensitivities [31], [32],
or sparse sensitivity updates [35], [67]. These will not be
addressed in this work further because either can be combined
with the presented multi-resolution scheme as independent
acceleration mechanisms.

C. MULTI-RESOLUTION EM SIMULATIONS
Multi-resolution or multi-fidelity EM simulations are uti-
lized in this work to improve the computational efficiency
of the microwave design optimization process. The introduc-
tory section indicated that variable-fidelity techniques have
becoming increasingly popular over the recent years. Yet,
the majority of available techniques employ two models,
often referred to as low-fidelity (or coarse) and high-fidelity
(or fine). Furthermore, the low-fidelity model is often a
simplified-physics representation (e.g., equivalent network
in the case of microwave circuits [55]). A typical way of
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incorporating low-fidelity data is through appropriate cor-
rection (e.g., space mapping [40], adaptive response cor-
rection [75], manifold mapping [76]). Another approach is
to enable reduced-cost parameter space exploration within
machine learning frameworks [49], or to exploit model
correlations in variable-fidelity modelling methods such as
co-kriging [77]. Perhaps themost serious inconvenience asso-
ciated with these methods is a need to properly set up (or
construct for that matter) the low-fidelity model. Both the
quality and the computational cost of the latter (in relation to
the high-fidelitymodel) affect the efficacy of the optimization
process [71].

Consider a family of scattering parameter characteristics of
a dual-band power divider (see Section III.A for a description
of the circuit geometry) shown in Fig. 1(c). The responses
are obtained through full-wave EM simulation at different
levels of resolution, parameterized by means of the lines-per-
wavelength (LPW) coefficient, using the time-domain solver
of CST Microwave Studio. Figure 1(b) shows the simulation
time versus LPW. The plots illustrate typical relationships
between the model resolution, evaluation time, and the sim-
ulation reliability. In particular, reducing the discretization
density beyond a certain level (here, LPW = 9), makes the
model unusable because it no longer represents the circuit
behaviour in an adequate manner. On the other hand, increas-
ing discretization density leads to a saturation, where the
EM-simulated responses essentially converge. Here, LPW =
27 can be considered as corresponding to the high-fidelity
representation of the structure. In the following, that lowest
usable LPW will be denoted as Lmin, whereas the LPW
corresponding to the high-fidelity model will be denoted
as Lmax.

The purpose of this paper is to employ the simulation mod-
els within the resolution range Lmin ≤ L ≤ Lmax, in pursuit of
achieving computational savings while retaining the reliabil-
ity. The former will be ensured by using low-fidelity models
in the early stages of the optimization process, whereas the
latter is secured by switching towards high-fidelity simula-
tions when close to the conclusion of the optimization run.
The main assumptions behind the developed model manage-
ment strategy, as well asmodel resolution adjustment scheme,
will be described in Section II.D.

D. OPTIMIZATION PROCEDURE
We aim at adjusting the fidelity of the EM simulation in
the course of the optimization algorithm run so as to reduce
the computational cost of the process while retaining the
reliability. The optimization routine is assumed to work iter-
atively by generating subsequent approximations x(i) to the
optimum design x∗. As mentioned before, in this work, the
method of choice is the trust-region gradient-based algorithm
recalled in Section II.B. The model resolution is controlled by
means of the parameter L (the lines-per-wavelength, LPW,
in the case of CST Microwave Studio), ranging from Lmin
(lowest usable discretization density) to Lmax (high-fidelity

model). The model management scheme should comply with
the following recommendations:
• The lowest-resolution computational model should be
employed at the beginning of the optimization run. This
is to ensure a reduction of the CPU cost of the optimiza-
tion process because the largest design relocations are
normally undertaken at the early stages, i.e., away from
the optimum design;

• The highest-resolution model should be used towards
the end of the optimization run so as the reliability of
the process is ensured;

• The convergence status of the algorithm should be
used to control the adjustment of the model resolution
because the indicators such as || x(i+1) – x(i)||, the trust-
region radius d (i), or the objective function improvement
UP(x(i)+1)) –UP(x(i)) are the most straightforward met-
rics to determine the current stage of the optimization
process;

• The adjustments of the model resolution should be car-
ried out in a smooth manner (i.e., without disconti-
nuities, or large ‘jumps’), so that the stability of the
optimization process is facilitated.

In order to formulate the model management scheme,
we also need to specify the termination criteria of the opti-
mization algorithm, and the associated termination thresh-
olds. The termination condition will be defined as follows:

||x(i+1) − xi|| < εx OR d (i) < εx

OR |UP(x(i+1))− UP(x(i))| < εU (8)

where εx and εU are the user-defined thresholds. The par-
ticular values employed in the numerical experiments of
Section III are εx = 10−3, and εU = 10−3.
As we need to gather information about the optimization

course, the convergence status of the algorithm at the ith
iteration will be quantified using the parameter F (i), defined
as

F (i)(εx , εU )=max
{

εx

||x(i+1) − x(i)||
,

εU

|UP(x(i+1))− UP(x(i))|

}
(9)

The adjustment of the model resolution, i.e., the determi-
nation of the fidelity parameter L(i) at the ith iteration of
the optimization routine will be realized according to the
following formula

L(i+1)=


Lmin if F (i)(εx , εU ) ≤ M

max
{
L(i),Lmin+(Lmax−Lmin)

[
F (i)(εx , εU )−M

]1
α

}
(10)

In (10), there are two control parameters, M and α. The
former determines the algorithm convergence level at which
the model resolution is supposed to start increasing. In our
numerical experiments we use M = 10−2 meaning that
the current design relocation (or objective function changes)
exceeds by about two orders of magnitude the termination
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thresholds. This value is reasonable to ensure that a sufficient
number of initial iterations are executed using the lowest-
fidelity model, leading to considerable computational sav-
ings. The second coefficient is a shape parameter that decides
upon how fast the discretization level is altered as a function
of F (i).

The above scheme has to be enhanced to ensure that
the high-fidelity model will be used at a certain stage of
the optimization process. This is not guaranteed by (10)
because—whenever one or more iterations of the TR algo-
rithm are rejected due to the lack of improvement of the objec-
tive function (i.e., when UP(x(i+1)) ≥ UP(x(i))—the process
will be terminated by shrinking the TR radius d (i) with the
model resolution set to the current LPW (not necessarily
Lmax). The involvement of the high-fidelity model is secured
by introducing a supplementary mechanism, launched upon
the algorithm termination. More specifically, the following
action is executed

IF L(i) < Lmax THEN L(i+1) = Lmax AND d (i+1) = Mdεx

(11)

If the EM model used upon termination was of lower
fidelity than Lmax, the condition (11) enforces execution of
further iterations with L set to Lmax. The multiplication factor
Md (set to 11 in the verification experiments of Section III)
is to make sufficient room for design improvement during
these additional iterations. Otherwise, the algorithm would
converge immediately as the termination condition still holds
with unaltered d(i).
In order to expedite the optimization process further,

the estimation of the system sensitivities (normally carried
out by means of finite differentiation, cf. Section II.B) can
be executed using the lower-fidelity model than the one
employed for response evaluation. In particular, given the
current discretization level L(i), the sensitivities are evaluated
at the fidelity level LFD determined as

LFD = max
{
Lmin, λL(i)

}
(12)

Here, 0 ≤ λ ≤ 1 is a control parameter of the algorithm,
which, in the verification experiments will be set to λ = 2/3.
The above mechanism capitalizes on the fact that although
models of different resolutions may be misaligned, they share
a common physical background, and are likely to exhibit a
high level of correlation (which implies good alignment at the
level of response derivatives). Furthermore, the correlations
will improve with the increasing values of L(i), i.e., possible
errors of rendering the Jacobian matrix due to (12) will
diminish when close to convergence.

E. PROPOSED OPTIMIZATION ALGORITHM
The purpose of this section is to put together the algorithmic
components described in Sections II.A through II.D. For the
convenience of the reader, the control parameters of the pro-
cedure are recalled in Table 1.

FIGURE 2. Pseudocode of the proposed multi-resolution optimization
procedure. All relevant EM-simulated responses of the circuit of interest
are aggregated into S(x), whereas JS(x) denotes the Jacobian matrix at
the design x.

TABLE 1. Control parameters of the multi-fidelity optimization procedure.

Among the parameters listed in Table 1, the termination
thresholds are determined by the user to adjust the resolution
of the optimization process. In the case of microstrip struc-
tures, 10−3 is normally more than sufficient given that most
of the geometry parameters are in millimeters. The default
values for other parameters, shown in the last column of
Table 1 have been discussed before.
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FIGURE 3. Flow diagram of the proposed multi-resolution optimization
procedure.

The minimum and the maximum resolution levels Lmin
and Lmax (see Section II.C for more details) are structure
dependent and are normally determined based on initial sim-
ulations of the circuit and a visual inspection of the frequency
characteristics. In particular, Lmax (high-fidelity model) is the
level that ensures sufficient simulation accuracy (according
to the user needs), whereas Lmin is the lowest resolution that
still ensures adequate representation of the relevant response
features (cf. Fig. 1).

Figure 2 shows the pseudocode of the algorithm. Therein,
the EM-evaluated system responses are aggregated as S(x);
the symbol JS (x) stands for the Jacobian matrix, both at the
design x. The initial design is denoted as x(0). For the sake of
supplementary clarification, Figure 3 shows the flow diagram
of the multi-fidelity optimization procedure.

III. NUMERICAL RESULTS
This section describes the verification cases studies under-
taken to investigate the properties of the multi-resolution pro-
cedure discussed in Section II. The results obtained for two
microstrip circuits, an equal split dual-band power divider,
and a dual-band branch-line coupler are compared to the con-
ventional, single-fidelity approach exclusively based on high-
fidelity computational model of the respective structures.
The points of interest include the computational speedup
obtained using the multi-resolution model management, but
also the optimization process reliability as compared to the
reference.

A. CASE 1: DUAL-BAND POWER DIVIDER
The first verification example is a dual-band equal split power
divider [78]. The circuit geometry is shown in Fig. 4. The
structure is implemented on AD250 substrate (εr = 2.5,
h = 0.81) mm, tan (δ = 0.0018). The independent design
variables are x = [l1 l2 l3 l4 l5 s w2]T (dimensions in mm);
w1 = 2.2 is fixed to ensure 50-ohm line impedance; g =
1 mm. The divider is simulated using the time-domain solver
of CST Microwave Studio (∼200,000 mesh cells, simulation
time ∼2 minutes). All the simulations were performed on
Intel Xeon 2.1 GHz dual-core CPU, 128 GB RAM.

The goal is to optimize the geometry parameters with
respect to the following objectives:

• The circuit operates at the frequencies f1 = 2.4 GHz and
f2 = 3.8 GHz;

• Input matching |S11| and output matching |S22|, |S33|,
are minimized within the frequency bands [f1 − 100
MHz, f1+100MHz] and [f2−100MHz, f2+100MHz];

• Port isolation |S23| is minimized within the frequency
bands [f1 − 100 MHz, f1 + 100 MHz] and [f2 − 100
MHz, f2 + 100 MHz];

• Equal power split is ensured.

The objective function for the optimization task is based
on (5); however, the penalty term is not implemented because
the equal power split condition is implied by the structure
symmetry.

The lowest and the highest resolution levels for this struc-
ture were set to Lmin = 9, and Lmax = 27, respectively.
The corresponding simulation times are 52 and 360 seconds,
respectively. The relationship between the model resolution
and the evaluation time has been shown in Fig. 1(b). Note that
the time evaluation ratio between the high- and the lowest-
fidelity models is almost seven, which allows us to anticipate
that the computational speedup obtainable through multi-
resolution approach may be considerable.
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FIGURE 4. Dual-band equal split power divider [78]: circuit topology;
ports marked using numbers in circles. Lumped resistor denoted
as R.

As the optimization algorithm under consideration is a
local search procedure, verification and benchmarking has
been conducted based on ten independent runs initiated from
different starting points. This is to reduce a possible bias
caused by the dependence of the optimization outcome on
the initial conditions. The benchmark is the standard TR
algorithm of Section 2.2. There are three criteria considered
when evaluating the algorithm performance:
• Computational cost, which for the multi-resolution
algorithm is expressed in the equivalent number
of high-fidelity model evaluations (i.e., by taking
into account the time evaluation ratios between the
high-fidelity and the current models utilized during par-
ticular iterations of the optimization algorithm);

• Quality of the design,measured using the objective func-
tion value averaged over all optimization runs executed
for the considered problem;

• Reliability, understood as repeatability of results, quan-
tified by means of the standard deviation of the objective
function value (or the values of the relevant performance
figures) over all optimization runs.

As the optimization process is never perfect due to the pres-
ence of numerical noise or possible multimodality, the stan-
dard deviation is expected to be strictly larger than zero even
for the reference algorithm. Consequently, when evaluating
reliability of themulti-resolution algorithm, its corresponding
standard deviation should be compared to that of the reference
algorithm rather than to the zero value. The values of the
control parameters for the multi-resolution algorithm are the
same as those listed in Table 1.

The numerical results have been gathered in Table 2. Fur-
thermore, the initial and optimized divider characteristics
obtained for the selected run of the multi-resolution proce-
dure have been shown in Fig. 5. It can be observed that
the proposed approach enables considerable computational
savings which are close to seventy percent when compared to
the reference algorithm. In other words, the optimization pro-
cess is three times faster when using variable-fidelity model

FIGURE 5. Frequency responses of the power divider of Fig. 4 for the
representative run of the proposed multi-resolution algorithm. Target
operating bandwidths marked using the vertical lines. The responses at
the initial and the final design marked using gray and black colors,
respectively.

TABLE 2. Numerical results for power divider of Fig. 4.

versus high-fidelity model only version. At the same time,
no quality degradation has been observed: the average objec-
tive function values are identical for bothmethods. In terms of
result repeatability, the proposed approach exhibits a certain
advantage but the differences are statistically insignificant.

B. CASE II: DUAL-BAND BRANCH-LINE COUPLER
The second verification case is a dual-band branch line cou-
pler (BLC) [17] implemented on the RO4003 substrate (εr =
3.5, h = 0.51) mm, tan (δ = 0.0027). The circuit geometry
has been shown in Fig. 6. There are nine independent design
variables x = [Ls Ws l3r w1 w2 w3 w4 w5 wTv ] (dimensions in
mm, except l3r , which is unitless).We also have the following
relationships: dL = dW = 10 mm, L = 2 dL + Ls, W = 2
dW + 2 w1 + (Ws − 2 wf ), l1 = Ws/2, l2 = l321/2,
l3 = l3r ((Ls − w3)/2 − w4/21/2), lv1 = l3/3, and lv3 =
Ls/2−w3/2− l3+ lv1; the input/output line width wf is fixed
to 1.15 mm to ensure 50-ohm impedance. The EM simulation
model is implemented in CST Microwave Studio, and eval-
uated using the time domain solver (∼150,000 mesh cells,
simulation time about two minutes). The simulations were
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FIGURE 6. Dual-band branch-line coupler [17]: circuit topology; ports
marked with numbers in circles.

FIGURE 7. Dual-band branch-line coupler of Fig. 6: simulation time
versus EM simulation fidelity. Vertical lines denote the resolution levels
corresponding to Lmin (- - -) and Lmax (—).

performed on Intel Xeon 2.1 GHz dual-core CPU, 128 GB
RAM.

The BLC in Fig. 6 is supposed to operate at the frequencies
f1 = 1.8 GHz and f2 = 3.4 GHz. The design objective are as
follows:
• Minimize the input matching |S11| and isolation |S41| at
both f1 and f2;

• Ensure equal power split, i.e., |S21| = |S31| at f1 and f2.
The objective function for this problem takes the form of (4),
one of the examples considered in Section 2.1.

The lowest and the highest resolution levels for this struc-
ture were set to Lmin = 10, and Lmax = 25, respec-
tively. The corresponding simulation times are 64 and 230
seconds, respectively. The relationship between the model
resolution and the evaluation time has been shown in Fig. 7.
For this circuit, the time evaluation ratio between the high-
and the lowest-fidelity models is less than four, therefore, the
expected computational savings are not as significant as for
the first verification case.

The arrangement of the numerical experiments is the same
as described in Section 3.1, i.e., ten independent algorithms
runs (both the multi-resolution method and the reference
algorithm) using different starting points. The values of the
control parameters for the multi-resolution algorithm are the
same as those listed in Table 1.

Table 3 provides the numerical results, whereas Fig. 8
shows the initial and optimized characteristics of the BLC

FIGURE 8. Frequency responses of the dual-band BLC of Fig. 6 for the
representative run of the multi-resolution algorithm. Target operating
frequencies are marked using the vertical lines. The responses at the
initial and the final design shown in the top and the bottom panel,
respectively.

TABLE 3. Numerical results for branch-line cupler of Fig. 6.

obtained for the selected run of the multi-resolution proce-
dure. It can be observed that the multi-resolution approach
allows for 50-percent computational savings with respect to
the reference algorithm, i.e., the optimization process accel-
erated by a factor of two. There is a slight degradation of the
quality; however, it is not significant. In terms of matching
and isolation, it is only 0.7 dB on the average, whereas for
the power split error it is 0.2 dB (i.e., worsening from 0.1 dB
for the reference algorithm to 0.3 dB for the multi-resolution
procedure).

IV. CONCLUSION
In this work, a procedure for expedited design optimiza-
tion of microwave structures has been proposed. The
presented approach employed variable-resolution EM sim-
ulations along with the convergence-based management
scheme that adjusts the model fidelity depending on the
current stage of the optimization process. The major
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prerequisites are to utilize the lowest possible resolution at the
early stages of the algorithm run to enable computational sav-
ings by exploiting the problem-specific knowledge, gradually
increase the fidelity in a continuous manner at the middle
stages, and conclude the procedure at the high-fidelity level
to avoid reliability degradation. By means of comprehen-
sive numerical validation involving two microstrip compo-
nents, a dual-band power divider, and a dual-band branch-line
coupler, our methodology has been demonstrated to permit
considerable improvement of computational efficiency as
compared to single-fidelity optimization. The savings are as
high as almost seventy percent for the power divider, and fifty
percent for the BLC. The particular figures are correlated
with the simulation time versus model resolution profiles,
which are more advantageous for the divider. At the same
time, no noticeable quality degradation has been observed in
relation to the benchmark.

The knowledge-based optimization approach presented in
this paper is a viable alternative to conventional design clo-
sure methods. It can be considered a step towards a practical
implementation of automated handling of variable-fidelity
simulation models within the numerical optimization frame-
works. The future work will include the development of
further improvements oriented towards achieving additional
algorithmic acceleration. The focus will be on incorporating
sparse sensitivity updating schemes as well as adaptive tuning
of the control parameters of the framework.
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