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ABSTRACT In this paper, a novel reversible data hiding method for encrypted images (RDHEI) is proposed.
An efficient coding scheme based on cyclic binary Golay (23, 12) code is designed to embed additional
data into the least significant bits (LSBs) of the encrypted image. The most significant bits (MSBs) are
used to ensure the reversibility of the embedding process. The proposed scheme is lossless, and based on
the receiver’s privileges, allows recovery of marked data, original data and embedded data. Furthermore,
the scheme can be used with any type of data, however it is best suited to 16-bit DICOM images of
monochrome photometric interpretation. A modification to the standard DICOM network model was also
introduced, to point out an example application of the proposed RDHEI method, i.e. an anonymized data
storage outsourcing. A computer-based analysis has been carried out and simulation results are shown at the
end of this paper.

INDEX TERMS DICOM, encrypted images, Golay code, lossless scheme, reversible data hiding, medical
data.

I. INTRODUCTION
The Digital Image and Communication On Medicine
(DICOM) standard was developed in order to facilitate safe
and reliable transmissions and communications of medical
imaging information. The DICOM standard relies on security
techniques that include the Advanced Encryption Standard
(AES) and the Triple Data Encryption Standard (3DES) algo-
rithms [1]. Implementation of the encryption mechanisms
introduces a problem with key distribution when sharing
encrypted medical data with (not necessarily trusted) third
parties outside the DICOM network. Reversible data hiding
techniques for encrypted data allow additional data to be
embedded reversibly without decryption. Such an approach
not only allows for categorization of the data recipients, but
also enables cloud-based data outsourcing for data manage-
ment, authentication or other purposes where data embedding
is performed on encrypted data.

In this paper, we present a novel RDHEI method for
DICOM images. The concept of introducing data coding
to enable data embedding for encrypted images, presented
in [2], inspired us to research and implement our own scheme.

The associate editor coordinating the review of this manuscript and

approving it for publication was Ramakrishnan Srinivasan .

The main purpose of this paper is to present a novel approach
that features a very high embedding capacity (more than
twice the embedding capacity shown in [2]) and quality of
the marked data. The structure of the scheme is also much
less complex, thus the proposed method is well suited for
real-time applications in the cloud.

Because of the detailed comparison with other existing
RDHEI methods, already shown in [2], we treated [2] as a
reference for our comparison analysis. To the best of our
knowledge, this is the first RDHEI method to use the cyclic
binary Golay (23, 12) code for data embedding. The contri-
bution of this paper is as follows.

• A cyclic binary Golay (23, 12) coding scheme, exploit-
ing the properties of syndromes and error vectors to
enable a high embedding capacity and quality of the
marked data.

• A data recovery scheme, which enables a reconstruction
of the original data (error-free) and recovery of the
embedded data (before or after decryption).

• New data pre-processing operations i.e. a binary decom-
position (dedicated for 16-bit DICOM images) and a
block permutation, to rearrange the structure of a data
string and thus facilitate the embedding process.
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• A modified DICOM network with applied RDHEI to
allow anonymized data storage outsourcing.

The structure of the paper is as follows. Related works
are listed in Section 2. An example concept of a modified
DICOM network with applied RDHEI mechanisms is shown
in Section 3. Section 4 contains a brief description of the
cyclic binary Golay (23, 12) code, its properties and coding
rules. The proposed RDHEI method, with details on data
processing, data embedding and data recovery is described
in Section 5. Simulation results and analysis are presented in
Section 6. The conclusions are discussed in Section 7.

II. RELATED WORK
RDH has a long, nearly 25-year history and initially focused
on methods that hid data (typically an authentication data)
in images, directly in the space domain. The techniques
used, which can be called classical, rely on a small entropy
value of the prediction error of pixel values due to their
strong correlation. The additional data (after calculating
the prediction errors) is placed in the image using various
techniques [3]: histogram shifting [4]–[6], difference expan-
sion [7]–[9], or pixel value ordering [10], [11].

Currently, due to the expanding range of applications, RDH
methods are used to place various information in multime-
dia data i.e. information about authors, contractors, distrib-
utors, etc. In medicine, RDH methods are often used to
enrich medical images with sections of the EPR (Electronic
Patient Record), which is a digital version of a patient’s paper
chart (medical history, disease diagnosis, treatment methods,
etc.) [12], [13]. Additionally, RDH methods are applied not
only to images, but also to video signals [14], [15] and sound
signals [16], [17]. A comprehensive review of the literature
on RDH methods from 1997-2016 is presented in [3].

In this work, we deal with the particularly interesting and
rapidly developing category of RDH methods in encrypted
images (RDHEI) i.e. RDH performed on encrypted data (typ-
ically images). RDHEI methods can be divided into three
main groups:

• reserving room before encryption (RRBE) [18],
• reserving room after encryption (RRAE) [19]–[22],
• methods utilizing homomorphic encryption [23]–[28].

RRBE methods, feature additional pre-processing of the
original data (before encryption) to increase the embedding
capacity and enable error-free recovery of the original data.

RRAE methods are more computationally efficient due to
the lack of additional pre-processing of the original data, but
feature a smaller embedding capacity and possible errors in
the recovered data.

RDH methods that use homomorphic encryption like the
additive homomorphicity of the Paillier cipher [23]–[26] fea-
ture a significant increase in data volume [23]. Methods for
which there is no volume expansion [27], [28], feature a rather
small embedding capacity of 0.2 bits per pixel (bpp) [28].

RDHEI methods can also be distinguished (from the user’s
perspective) as joint or separable. For joint RDHEI methods,

a user with a decryption key obtains both the hidden data and
the original data. For separable RDHEImethods, the recovery
process of hidden data and original data requires two separate
keys. If a user has a decryption key for the hidden data, they
can obtain it directly from an encrypted image. If the user
has only the image decryption key, they can obtain a marked
image, i.e. an image containing hidden data, of a quality not
much different from the original. If the user has both keys,
they can obtain both the hidden data and the original image
without any distortion.

The first separable RDHEI method was proposed
in [29], which was later improved in many papers [2], [21],
[30], [31]. In [2], a prediction scheme of MSB values
(shown earlier in [32]) and the properties of the Hamming
code (7, 4) were used to introduce a separable RDHEI-RRBE
method with an embedding capacity of 0.452 bpp. The
embedding process was performed on groups of 7 pixels
(using their LSB values), derived from a group of applicable
modifiable pixels, designated by the error prediction map.
The reconstruction of the original image was based on the
same groups of 7 pixels, but using their MSB values.

The method proposed in this paper was inspired by the
work shown in [2]. Our method is also classified as a separa-
ble RDHEI-RRBE. We decided to use Golay (23, 12) code,
which features a more efficient syndrome-source-coding than
the Hamming (7, 4) code. Similarly to [2], we embed data
in the LSB values of applicable pixels and reconstruct the
original data based on the MSB values of these pixels, how-
ever, the applied embedding and reconstruction rules are dif-
ferent. The proposed embedding scheme exploits properties
of Golay (23, 12) code to achieve an embedding capacity
of almost 1 bpp and 2 bpp for 8-bit and 16-bit DICOM
images, respectively. The proposed new pre-processing oper-
ations are also much less complex in computation, thus
making the proposed RDHEI method more time-efficient
and better suited for real-time cloud applications when com-
pared with [2]. Additionally, for 8-bit images, the applied
pre-processing data permutation provides robustness to the
Ciphertext-Only Attack (exploiting inter-pixel redundancy
when using a stream cipher), as thoroughly explained in [33].

III. MODIFIED DICOM NETWORK WITH APPLIED RDHEI
The rapidly growing importance of information empha-
sizes the issue of secure data storage and transfer in every
modern hospital. Sharing medical data (raw or encrypted)
between entrusted third parties cannot be done without first
removing any PHI (Protected Health Information) to pro-
tect the subject’s privacy, complying with HIPAA (Health
Insurance Portability and Accountability Act) [34] rules,
GDPR (General Data Protection Regulation) [35] rules and
other data privacy regulations. An anonymization process
needs to be performed to enable external use of medical
data.

We propose a new DICOM network model, in which secu-
rity applies not only to external connections (as is the case in
commonly used solutions [36], [37]) but also to data storage.
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FIGURE 1. A modified DICOM network with applied RDHEI.

Additionally, by applying RDHEI mechanisms, it is possible
to enable encrypted and anonymized data storage outsourcing
along with data re-identification. It should be noted that the
proposed modification of the DICOM network (Fig. 1) is not
the only practical application of RDHEI in medicine, but one
of many.

As shown in Fig. 1, the newly introduced elements and
their functionality are as follows.

Front-end server is a management server whose tasks can
be summarized as:
• receives DICOM files from any medical device inside a
local DICOM network,

• separates the info part (entirely or only the PHI sections)
from the image part of each received DICOM file,

• encrypts (with a stream cipher) the info part and the
image part,

• tags (using the RDHEI method) the encrypted info part
and the encrypted image part,

• sends the encrypted and tagged info part to the local
PACS (Picture Archiving and Communication System)
storage server,

• sends the encrypted and tagged image part to the global
PACS storage server,

• forwards a tagged DICOMfile to a radiologist inside the
local DICOM network,

• reconstructs a DICOM file by combining the decrypted
info part (downloaded from the local PACS server)
with the decrypted image part (downloaded from
the global PACS server) after matching their tag
descriptions,

• controls external data access.

Although the DICOM standard defines security in several
fields [1], [38], the use of the proposed front-end server
eliminates the basic weakness of the standard DICOM net-
work model, i.e. the possibility of accessing unsecured data
on the storage server [39].

The global PACS storage server is a cloud-based repository
of anonymized, tagged and encrypted DICOM images from
different hospital networks. The repository can be accessed
by any authorized entity i.e. radiologist, university researcher,
etc. An authorized entity can search the repository using the
tag information (which can be substantially detailed due to
the proposed RDHEI method) and decrypt the selected data.
They can even update the tag information in real-time (e.g.
by embedding additional data without erasing the original
tag). Because the global PACS server is meant to store a vast
amount of medical data from different hospitals, a detailed
data description via a tag (which does not consume storage
space) is crucial for such a solution.

The local PACS storage server only stores the encrypted
and tagged info part (personal information) of the DICOM
files acquired inside hospital network.

The proposed network scenario not only provides
researchers with easy access to anonymized DICOM images,
but also benefits radiologists who want to consult their diag-
nosis with colleges from different hospitals. By exchanging
only the tag information, other radiologists can find the right
anonymized DICOM image on the global PACS server.

IV. CYCLIC BINARY GOLAY (23, 12) CODE
BinaryGolay (23, 12) codewas first introduced byGolay [40]
in 1949. It is a perfect linear code capable of correcting
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any combination of three or fewer random errors in a block
of 23 elements. The notation (n, k) means that it is a block
code, with block length n = 23 bits, message information
length k = 12 bits and redundant information (parity check)
length n− k = 11 bits.

To define a cyclic binary Golay (23, 12) code G let us
consider an irreducible polynomial over GF(2):

g(x) =
10∏
i=0

(x − α2
i
) = x11 + x9 + x7 + x6 + x5 + x + 1.

(1)

There exists an element α ∈ GF(211) such that g(α) = 0.
Hence, the elements of GF(211) are defined by the following
set:

{a0 + a1α + a2α2 + · · · + a10α10},

where a0, a1, . . . , a10 ∈ GF(2). (2)

Element α is a primitive 23rd root of unity in
GF(211). This shows that g(x) generates a cyclic Bose-
Chaudhuri-Hocquenghem (BCH) block code of length 23,
the so called Golay code [41].

Every valid codeword of Golay code G must be a multiple
of generator polynomial g(x). To represent a codeword, one
can use a polynomial form or a vector form:

c(x) =
22∑
i=0

cix i or c = [c0, c1, . . . ,c22] (3)

where ci ∈ GF(2). For each codeword of Golay code G, there
exists a cyclic invariance, meaning that a cyclic shift of the
codeword by any number of bits will yield a valid Golay
codeword. Additionally, by inverting the codeword, one can
also obtain a valid codeword.

In order to encode a message into a codeword, using
the matrix representation, one must first define genera-
tor matrix G, obtained by cyclically shifting (to the left)
generator polynomial g(x) (written as a vector) inside
a zero matrix of size k × n (12 × 23 for Golay
code G):

G =


1 · g(x)
x · g(x)
x2 · g(x)
...

xk−1 · g(x)


(12×23)

. (4)

By using linear operations on the rows of matrix G, one
can convert G to a standard (canonical) form, i.e. G =

[I(12×12)|P(12×11)](12×23), represented by identity matrix I

and matrix P:

P =



1 0 1 0 1 1 1 0 0 0 1
1 1 1 1 1 0 0 1 0 0 1
1 1 0 1 0 0 1 0 1 0 1
1 1 0 0 0 1 1 1 0 1 1
1 1 0 0 1 1 0 1 1 0 0
0 1 1 0 0 1 1 0 1 1 0
0 0 1 1 0 0 1 1 0 1 1
1 0 1 1 0 1 1 1 1 0 0
0 1 0 1 1 0 1 1 1 1 0
0 0 1 0 1 1 0 1 1 1 1
1 0 1 1 1 0 0 0 1 1 0
0 1 0 1 1 1 0 0 0 1 1



.

(5)

The standard form of generator matrix G generates sys-
tematic codewords, meaning that message information k will
be listed first in the codeword and will be separable from the
redundant information contained in the remaining n− k bits.
To encode vector messagem, one must multiply it (mod 2) by
generator matrix G:

c(1×23) = m(1×12) ·G(12×23). (6)

When decoding receivedword r, a decoder must first deter-
mine if theword is correct or corruptedwith errors. If received
word r is correct, the decoder only needs to get the first k bits
from r to obtain message m. However, if received word r is
corrupted, then the decoder needs to find and correct poten-
tial errors. There are many decoding algorithms for Golay
(23, 12) code. For the purpose of the proposed RDHEI
method, we present a decoding based on the standard table
for Golay code G.

Decoding received word r comes down to calculating syn-
drome s, which indicates error vector e. Having the error
vector, one can correct received word r to codeword c by
adding (bitwise mod 2) vector r to vector e: r⊕e= c. In order
to calculate syndrome s, using matrix representation, it is
necessary to introduce parity check matrix H:

H =
[
PT
(11×12)

∣∣I(11×11) ]
(11×23)

(7)

where PT is a transposition of matrix P from the standard
form of generator matrix G. A syndrome of received word
r is calculated by multiplying (mod 2) vector r by the trans-
position of matrix H:

s(1×11) = r(1×23) ·HT
(23×11). (8)

The calculated syndrome s indicates error vector e. A stan-
dard table for Golay code G (which is based on matrix H) is
created to assign all possible syndromes (211) to all possible,
correctable error vectors (23 combinations for 1 error, 22·23
for 2 errors and 21·22·23 for 3 errors). A section of the
standard table for Golay code G is shown in Table 1.

Syndrome s = 0 points at error vector e = 0, which means
that received word r is codeword c, and there were no errors.
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TABLE 1. Section of the standard table for Golay code G.

V. PROPOSED SCHEME
Based on the properties of the Golay coding (presented in
Section 4) we introduce a novel, error-free RDHEI-RRBE
method, which allows additional data to be embedded in
encrypted DICOM images. The method operates on raw
DICOM files (without a lossy/lossless compression) to pro-
vide a processing compatibility, as manyDICOMviewers can
only handle uncompressed raw data [42].

The method retains the separable property, i.e. it provides
3 different scenarios on the receiver’s side (Fig. 2).

The proposed scheme can be summarized by 3main stages:
data processing (sender’s side), data embedding (data hider’s
side) and data recovery (receiver’s side). Each stage is dis-
cussed in detail in the following Subsections 5.1.-5.3.

A. DATA PROCESSING
In the first stage, called data processing, the input data must
first be properly prepared (pre-processed) before encryption.
When the input data is a 16-bit DICOM image, such an image
needs to be binary decomposed into two 8-bit images. All
even bits will form one image and all odd bits will form
the other, as shown in Fig. 3. Thus, each 8-bit image will
possess MSB values derived from two sets of MSBs of the
16-bit DICOM image. For DICOM images with a
monochrome photometric interpretation, those two sets of
MSBs almost always equal 0, because pixel values are com-
monly represented by only 12 bits.

When the input data is a DICOM image with a different
photometric interpretation i.e. 8-bit RGB or Palette Color, the
binary decomposition step is omitted.

The next step, called block permutation, is performed on
the 8-bit data. The data is divided into blocks of 23 pixels
(or 8-bit values in general, in the case that the input data is
not an image). The MSB values of all pixels are checked in
each block (the last block is omitted if it contains fewer than
23 pixels). Each block that contains all 23 MSB values equal
to 0 or 1 are moved to the beginning of the data string and
these blocks will be used for data embedding (Fig. 4).

Information about the number of rearranged blocks and
their initial position is saved as a permutation key. The per-
mutation key is a binary vector of size 1×bM · N/23c (where

M × N is the size of the input image) and its elements show
whether the block is applicable for data embedding (value
1) or not (value 0). It should be noted, that in the case of
a monochrome 16-bit DICOM image, each of the two 8-bit
images (obtained after binary decomposition) will yieldMSB
values equal to 0 for each pixel in every block, thus there will
be no need for block permutation and every block will be used
for data embedding.

The next step after data pre-processing is data encryption.
To enable the RDHEI approach, a stream cipher is used for a
bitwise data encryption. To encrypt an n-bit data string, one
must generate n pseudo-random bits (based on the encryption
key) and perform a bitwise XOR encryption. An exception
must be made for data representing pixels from rearranged
blocks (i.e. blocks that contain all 23 MSB values equal to
0 or 1). In this case, XOR encryption is not performed on
two LSBs of each pixel from such a block (Fig. 5). It should
be noted that in the case of a monochrome 16-bit DICOM
image, each of the two 8-bit images (obtained after binary
decomposition) will be encrypted entirely in that manner.

By using the unencrypted LSBs (which are similar to ran-
dom bits and reflect almost no meaningful content), one will
be able to obtain embedded data from either the encrypted
image or the marked decrypted image (this is thoroughly
explained in Subsection 5.3).

B. DATA EMBEDDING
In the second stage called data embedding, additional data
is only added to partially encrypted blocks (Fig. 5) of the
encrypted data from the first stage. A permutation key
(defined during the first stage) is needed to know the exact
number of partially encrypted blocks. However, in case of a
monochrome 16-bit DICOM image, all received blocks are
partially encrypted and thus applicable for data embedding.

In each partially encrypted block, one can embed up to
22 bits of additional data. An embedding key, introduced at
this stage, retains information about the number of partially
encrypted blocks and determines the order in which the par-
tially encrypted blocks are selected for embedding additional
data.

Before embedding additional data, it is necessary to embed
the permutation key (provided that the block permutation step
was conducted). The permutation key size is always known
(based on image size M× N), thus there is no need to use a
binary separator for the additional data that is embedded next.
Additionally, partially encrypted blocks with an embedded
permutation key are not affected by the embedding key, i.e.
their order is fixed and their position is always at the begin-
ning of the data string (Fig. 6).

The embedding process can be summarized as follows.
First, treat the last two rows of each partially encrypted

block as two 23-bit words r1 and r2 of Golay code G and
calculate the syndromes of these words according to equation
(8). Record the calculated s1 and s2 syndromes in the MSB
positions of 22 pixels in the same partially encrypted block
(Fig. 7). The MSB of the first pixel must be left unchanged.
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FIGURE 2. Overview of the proposed RDHEI scheme for DICOM images.

FIGURE 3. Binary decomposition of a 16-bit DICOM image.

Divide a 22-bit section of additional data (data to be
embedded) into two 11-bit vectors called a1 and a2. Calculate
two 11-bit vectors x1 and x2 by adding (bitwise mod 2)
corresponding vectors si and ai:

x1 = s1 ⊕ a1 x2 = s2 ⊕ a2. (9)

Based on standard table for Golay code G (Table 1), find
error vectors e1 and e2 for syndromes x1 and x2. Calculate
two 23-bit vectorsm1 andm2 by adding (bitwise mod 2) cor-
responding vectors ri and ei:

m1 = r1 ⊕ e1 m2 = r2 ⊕ e2. (10)

Replace vectors r1 and r2 with vectors m1 and m2 in the
partially encrypted block (a maximum of 3 bit flips for each
row). The additional data [a1, a2] is now successfully embed-
ded into one partially encrypted block. Repeat the process for

all remaining partially encrypted blocks by embedding other
22-bit sections of additional data.

C. DATA RECOVERY
The last stage called data recovery allows for three different
scenarios as shown in Fig. 2. Each scenario is based on the
privileges set for the receiver of the marked encrypted data.

In the first scenario, the receiver is only equipped with an
encryption key. They will be able to recover a marked image
(distorted 8-bit data) or an original image (undistorted 8-bit
data). If the recovered data is an 8-bit decomposition of the
16-bit DICOM image, the data must be reassembled to create
a 16-bit DICOM image (Fig. 3).

The received marked encrypted data is represented by
a group of entirely encrypted binary blocks and partially
encrypted binary blocks (placed at the beginning of the data
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FIGURE 4. Input data decomposition into blocks of 23 pixels (8-bit
values).

FIGURE 5. A partially encrypted binary block used for data embedding.

string). Both binary blocks are decrypted using a bitwise
XOR decryption. However, the partially encrypted binary
blocks must be handled with exceptions as follows.

For each partially encrypted block, first calculate 11-bit
vectors a1 and a2 (syndromes of vectorsm1 andm2, Fig. 8):

a1 = m1 ·HT a2 = m2 ·HT. (11)

Next, calculate 11-bit vectors x1 and x2 as shown in (9).
Using the standard table of Golay code G, find error vectors
e1 and e2 for syndromes x1 and x2. Calculate original vectors
r1 and r2 by adding (bitwise mod 2) corresponding vectors
mi and ei:

r1 = m1 ⊕ e1 r2 = m2 ⊕ e2. (12)

Replace vectors m1 and m2 with vectors r1 and r2 in the
partially encrypted block (Fig. 8). Perform a bitwise XOR
decryption on the partially encrypted block but leave the two
rows of LSBs, i.e. vectors r1 and r2, unchanged.
The decrypted MSB value of the first pixel in the block

stores information about theMSB values of the next 22 pixels
in that block. If the decrypted MSB value of the first pixel
equals 1 (or 0), set the next 22 MSB values to 1 (or 0).

By performing the above steps for all partially encrypted
blocks, decrypting all entirely encrypted blocks and then
restoring the original order of all blocks of the data string with

FIGURE 6. Positioning of embedded permutation key and additional data
in the data string.

FIGURE 7. Placement of syndromes calculated from unencrypted bits of
partially encrypted block.

the permutation key, one will be able to successfully recover
the original image.

It is important to note, that even though the receiver is not
equipped with an embedding key, they will be able to recover
the embedded permutation key, which is always embedded
first, and its size is always known.

The recovery process of the marked image is the same
as for the original, except for the step of calculating syn-
dromes a1 and a2 to restore vectors r1 and r2 for the partially
encrypted blocks, which is omitted. However, the recovery of
the embedded permutation key is still necessary. For every
partially encrypted block, one must just perform a bitwise
XOR decryption, leaving two rows of LSBs unchanged, and
then restore the MSB values (based on the decrypted MSB
value of the first pixel in each block).

The marked image differs from the original due to
two (possibly) modified LSB values of pixels from the par-
tially encrypted blocks. After recovering the marked image,
one can still extract the embedded data (provided the embed-
ding key is known).

In the second scenario, the receiver is only equipped with
an embedding key. They will be able to recover only the
embedded data from the received marked encrypted image.
The receiver must calculate syndromes a1 and a2 of two
vectors m1 and m2 from every partially encrypted block,
as shown in (11). The acquired vector [a1, a2] is a 22-bit
section of the embedded data. It should be noted that the
embedding key is not needed for this operation. However,
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FIGURE 8. Recovery of the original data, performed on a partially encrypted block.

the embedding key is necessary to combine (in the correct
order) all the extracted sections, i.e. vectors [a1, a2] into
one message. The rearrangement process (via the embedding
key) is not performed on vectors [a1, a2], which store infor-
mation about the permutation key. These vectors are always
sequentially extracted (in ascending order) from the partially
encrypted blocks located at the beginning of the data string.
The length of the permutation key is always known, thus the
receiver knows where the additional data embedding begins.

In the third scenario, the receiver is equipped with both
keys, i.e. the encryption key and the embedding key. Theywill
be able to extract the embedded data and recover the original
image, as described in the first scenario.

VI. SIMULATION RESULTS
A computer-based simulation was used to scrutinize the
proposed scheme. Tests were performed on different types
of DICOM files such as: Computed Tomography (CT),
Magnetic Resonance (MR), Computed Radiography (CR),
X-Ray Angiography and X-Ray Radiofluoroscopy, acquired
from [43], [44]. All tests yielded similar results.

To maintain a clear presentation, the beginning of this
section concerns tests for an example 16-bit CR DICOM
image of monochrome photometric interpretation and of size
440 × 440 px. The image was decomposed into two 8-bit
images. Each 8-bit image was encrypted and then marked

with embedded data. The amount of embedded data for each
encrypted 8-bit image was equal to 22.6 kB (8417 partially
encrypted blocks × 22 bits), which is a bpp of 0.95648 and
thus a bpp of 1.91295 for the 16-bit DICOM image.

The decryption process was performed for two cases. In the
first case, the decryption was performed without removing
the embedded data, which yielded marked 8-bit images with
a PSNR above 52 dB, and a marked 16-bit reconstructed
DICOM image with a PSNR above 88 dB. In the second case,
the decryption was performed along with the recovery of the
original data, and therefore the decrypted images were error-
free.

The results of the encryption and decryption processes for
the 16-bit DICOM image (decomposed into two 8-bit images)
are shown in Fig. 9. Histograms of 8-bit images (original and
encrypted from Fig. 9) are shown in Fig. 10. According to
Fig. 10, the pixel values of the encrypted images are governed
by a uniform distribution. Additionally, both histograms were
measured by a Pearson’s chi-squared test yielding p-values of
0.194 (b1) and 0.416 (b2) (more information about p-values
is included in Subsection 6.1).

A. ANALYSIS OF RANDOMNESS FOR ENCRYPTED DICOM
IMAGES
Chi-squared tests of randomness based on the diehard pack-
age [45] were implemented to analyse the randomness of
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FIGURE 9. Encryption and decryption performed on a 16-bit DICOM image: (a1-2) – original 8-bit images obtained from the
original 16-bit DICOM image (a3), (b1-2) – encrypted 8-bit images with embedded data, (c1-2) – decrypted 8-bit images with
embedded data, (c3) – reconstructed 16-bit DICOM image with embedded data, (d1-2) – decrypted 8-bit images without any
errors, (d3) – reconstructed 16-bit DICOM image without any errors. Image source: [44].

TABLE 2. P-values for different randomness tests from the diehard package.

encrypted 16-bit DICOM images with embedded data. The
primary factor that gives us information about the effective-
ness of the obtained randomness in the encrypted data is a
parameter called the p-value. Its value ranges from 0 to 1.
If the p-value equals a strict 0 or 1 (by rounding to 6 decimal
places), that means that the encrypted data fails a particular
randomness test [45]. If the obtained p-value is very close to
0 or 1 (assuming a reasonable significance level, i.e. 5%) the
test is passed. A value of 0.5 is the most desired outcome, but
it is not a requirement to pass the test. The obtained results
for selected diehard randomness tests are shown in Table 2.

We also analysed the randomness property of our algo-
rithm by using a freeware application called Cryptool [46].
Cryptool offers 6 statistical tests: Frequency Test, Poker Test,
Runs Test, Serial Test, and two additional tests embedded in

Cryptool’s battery test: Long-Run Test and Mono-Bit Test.
The analysed encrypted data successfully passed, for a sig-
nificance level of 5%, all the tests provided in Cryptool.

B. ANALYSIS OF MINIMUM PSNR FOR DICOM IMAGES
PSNR values were analysed for a decrypted 8-bit image with
embedded data and a reconstructed 16-bit DICOM image
with embedded data. Let us assume that the total number
of pixels of the 16-bit DICOM image is a multiplication
of 23 and let us assume that each block (group) of 23 pixels
is used for data embedding. To find the minimum PSNR
one must first determine the maximum mean squared error
(MSE).

The most undesired outcome (maximum MSE) for an
8-bit image occurs when the embedded data is associatedwith
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FIGURE 10. Histograms of original (a1-2) and encrypted with embedded data (b1-2) 8-bit images from Fig. 9.

the maximum number of errors, i.e. vectors e with three 1s.
During the embedding process, two error vectors ei are added
(bitwise mod 2) to the two corresponding original vectors ri
in each block of 23 pixels (as explained in Subsection 5.2).
When these two error vectors overlap with each other, one
will get a distortion of 3 pixels in a single block. Error
vectors can modify two LSBs of pixels in each block, thus
the maximum decimal difference between the original and
the modified value of a pixel is equal to ±3. If maximum
overlapping errors are present in every block, the values of
the maximum MSE and minimum PSNR for a single block
of 23 pixels are the same as for the entire 8-bit image, and are
equal to:

MSE =
1
23

23∑
i=1

(
p(1, i)− p′(1, i)

)2
=

1
23

(
32 + 32 + 32

)
=

27
23

(13)

PSNR = 10 log
2552

MSE
∼= 47.434dB (14)

where p(1, i) is an original value of the i-th pixel in a block,
and p’(1, i) is a modified value of the i-th pixel in a block.
The most undesired outcome (maximumMSE) for a 16-bit

DICOM image occurs when the two 8-bit images (obtained
from the original 16-bit DICOM image) contain maximum
overlapping errors of 3 in each block of 23 pixels and addi-
tionally when errors from one 8-bit image overlap with errors
from the second 8-bit image after reconstruction of the 16-bit
DICOM image, as shown in Fig. 11.

In that case, error vectors can modify four LSBs of pixels
in each block, thus the maximum decimal difference between
the original and the modified value of a pixel is equal to
±15. Similarly as for the 8-bit image, the maximum MSE
and minimum PSNR for the entire 16-bit DICOM image are

FIGURE 11. Example distribution of maximum overlapping errors inside a
section (block of 23 pixels) of a 16-bit reconstructed marked DICOM
image.

equal to:

MSE =
1
23

23∑
i=1

(
p(1, i)− p′(1, i)

)2
=

1
23

(
152 + 152 + 152

)
=

675
23

(15)

PSNR = 10 log
655352

MSE
∼= 81.654dB. (16)

It should be noted that reaching the minimum PSNR for
a 16-bit DICOM image is extremely rare. Aside from the
requirements mentioned in this subsection, four LSBs of all
modified 16-bit pixels need to have either four 0s or four 1s
to yield a maximum ±15(dec) change.

C. ANALYSIS OF MAXIMUM BPP FOR DICOM IMAGES
The bpp values were analysed for a decrypted 8-bit image
with embedded data and a reconstructed 16-bit DICOM
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TABLE 3. Embedding capacity for different RDHEI schemes, measured for
a 16-bit DICOM image.

image with embedded data. Let us assume that the total
number of pixels of a 16-bit DICOM image is amultiplication
of 23, and let us assume that each block (group) of 23 pix-
els is used for data embedding. The maximum bpp for an
8-bit image is equal to 22/23 ≈ 0.95652 (as mentioned in
Subsection 5.2), thus for the entire 16-bit DICOM image,
the maximum bpp is equal to 44/23 ≈ 1.91304.
To compare our RDHEI method with the RDHEI method

proposed by Chen and Chang [2], let us analyse the most
optimistic scenario for [2], where every modifiable pixel can
be reconstructed by neighboring pixels (there is no need for
an error prediction map), thus all modifiable pixels are used
for data embedding [2]. The maximum bpp is based on the
image size. In general, the bigger the image, the more the
bpp value approaches the value of 0.42857 (but will never
reach it). The maximum value for the bpp derives from the
use of Hamming (7, 4) code. The authors of [2] can embed
up to 6 bits of additional data in every group of 7 modifiable
pixels of the image. Based on the grid pattern of modifiable
pixels (explained in [2]), and assuming (for simplicity) that
the image is of size N ×N , the maximum bpp for [2] is equal
to:

bpp =

⌊⌈
1
2 (N − 2)2

⌉
/7
⌋
· 6

N 2 . (17)

IfN →∞, then the upper limit for (17) is 6/7/2≈ 0.42857.
The Hamming (7, 4) code (which is a perfect code like

Golay) can also be applied to our scheme. The main differ-
ence will be the length of the blocks. Instead of grouping
23 pixels we will be grouping 7 pixels for which we will be
able to embed 6 bits of additional data (the syndromes of the
codewords will be reduced from 11 bits to 3 bits). Such an
approach will yield a worse maximum bpp, which is equal
to 6/7 ≈ 0.85714 for an 8-bit image and 12/7 ≈ 1.71429 for
the entire 16-bit DICOM image. However, it is easier to find
smaller pixel blocks that are suitable for embedding when
processing non-DICOM images.

An example comparison of bpp values for different RDHEI
schemes is shown in Table 3. We used a random 16-bit
DICOM image of size 1024 × 1280 px. The table presents
bpp values for 8-bit images obtained from the 16-bit DICOM
image and bpp values for the entire 16-bit DICOM image.

Please note that bpp results presented in Table 3 for
the abovementioned image, as well as for any 16-bit
DICOM image of monochrome photometric interpretation,
will always be very close to the upper limit (maximum value,
mentioned in this section) i.e. 1.91304 for a scheme with
Golay (23, 12) code, 1.71429 for a scheme with Hamming
(7, 4) code and 0.42857 for scheme [2] (provided we assume
the most optimistic scenario for [2]). For the proposed
scheme, a slight deviation of the presented values from the
upper limit values derives from the last block, which is not
used for data embedding if its size is not equal to 23 pixels
for Golay (23, 12) code, or 7 pixels for Hamming (7, 4) code.
Thus, the upper limit for bpp is only achievable if the image
size is a multiple of 23 or 7.

D. ANALYSIS OF DATA EMBEDDING FOR NON-DICOM
IMAGES
We analysed the embedding capabilities of the proposed
scheme for N = 20 non-DICOM 8-bit images of different
sizes. We implemented and compared the proposed method
with Golay (23, 12) code and Hamming (7, 4) code. The
results of the comparison are presented in Table 4.

We present the expected values with confidence intervals
calculated from N = 20 simulations for each image size cate-
gory. Each simulation was performed on a different image,
randomly chosen from database [47]. Both schemes were
analysed on the same set of images for each image size
category. Due to the number of performed simulations, we
used t-Student estimation [48]. The expected values pre-
sented in Table 4 are an estimation of the expected value µ,
determined according to equation in [48]:

P
(
X−tα

S
√
N − 1

< µ < X + tα
S

√
N − 1

)
= 1− α (18)

where X is the expected value of the sample, S is the standard
deviation of the sample, N is the size of the sample (20 sim-
ulations), tα is a value obtained from the t-Student table for
N −1 degrees of freedom, and α is the confidence coefficient
equal to 5%.

Parameters ‘‘00..00/11..11 block count’’, presented
in Table 4, show the number of applicable groups of 23 pixels
(for Golay (23, 12) code) and 7 pixels (for Hamming (7,
4) code), used for data embedding (i.e. binary blocks of pixels
where all MSBs were equal to 0 or 1).

Parameter bpptotal indicates the total available embed-
ding space, while parameter bppusable refers to the available
embedding space after embedding the permutation key (PK).
It should be noted that the permutation key for the scheme
with Golay (23, 12) code has a lesser impact (about a 7%
decrease) on the embedding space than the permutation key
for the scheme with Hamming (7, 4) code (about a 20%
decrease). This property is derived from the larger pixel
blocks which generate a shorter permutation key.

When embedding additional data in non-DICOM images,
one can choose a scheme with either coding to achieve
comparable embedding capacity. When applying Hamming
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TABLE 4. Comparison of data embedding for non-DICOM images for the proposed scheme implemented with Golay (23, 12) code and Hamming
(7, 4) code.

(7, 4) code for the proposed scheme, shorter blocks of 7 pix-
els (used for data embedding) are much easier to find than
their longer counterparts. However, the situation changes
the more unified the image hue is (which is often the case
with large images with a blurred background). For such
images, the proposed scheme with Golay (23, 12) code
is often a better match. Additionally, application of Golay
(23, 12) code introduces a shorter permutation key (which
needs to be embedded), thus the bpp downgrade is always
lesser than in the case of Hamming (7, 4) code.

VII. CONCLUSION
The proposed RDHEI scheme, intended for DICOM files,
is a novel approach. The scheme is lossless, and based on the
receiver’s privileges, a recovery of marked data (with a high
PSNR value), original data and embedded data is possible.
When implemented inside a DICOM network, it allows for
anonymized data storage outsourcing.

The results of the presented tests and analyses show that
the proposed RDHEI method yields very high bpp and PSNR
values for DICOM images, especially when compared with
the method by Chen and Chang. The less complex structure,
makes the proposed method well suited for real-time appli-
cations in the cloud. In addition, the proposed scheme can be
successfully used for any non-DICOM files with an option to
choose between Golay (23, 12) code or Hamming (7, 4) code
to maximize the embedding capacity.

It should be noted that further research in the field of
RDHEI can yield even more promising results. The proposed
scheme can be further improved, e.g. by integrating RDHEI
mechanisms with homomorphic encryption and applying it to

the proposed modified DICOM network. In such a case, there
will be no need for a fully homomorphic approach. An addi-
tive homomorphic encryption should be enough to perform
anonymization and re-identification of encrypted DICOM
files (without prior decryption) while maintaining unmodi-
fied tag information.
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