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Abstract

Recently a survey of cybersecurity assessment methods focused on gen-
eral characteristics was conducted. Among its major findings, it revealed
the methods’ adoption issues. This paper presents a follow-up to the
study. It provides an in-depth analysis of the methods’ adoption-related
properties based on qualitative metrics. As a result, the proposals which
demonstrate a higher adoption potential were identified. The methods are
good candidates for first-order improvements that would lead to obtain-
ing solutions that would ultimately meet a broader application. The
evaluations were performed by a single analyst, based on descriptions and
individual observations. The major contribution of the study is related to
providing a new view on method characteristics in reference to a system-
atic set of qualitative metrics and showing a path to selecting the method
most suitable to a given context in terms of applicability and usability.
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2 1 INTRODUCTION

1 Introduction

Societies and economies rely on cyberspace and its core components. With
the significantly increasing impact a cyberthreat can have on business nowa-
days1–6, it is essential that cybersecurity measures deployed in organizations
adequately respond to the risk context. In this respect, cybersecurity assess-
ments play a crucial role.

Cybersecurity assessment is comprehensive examination of the entire cyber
environment in an organization, including all computer devices, the communi-
cation infrastructure and software. It aims at determining if the organization
is appropriately protected from cyberthreats or if there are vulnerabilities that
may be potentially exploited. An important aspect of a cybersecurity assess-
ment regards verification if cybersecurity controls have been implemented
correctly and they work as intended7–9. The cybersecurity measures include
technical, such as protection from malicious software or user authentication,
but also organizational that are more focused on the human component and
among the others refer to training and awareness raising.

Multiple methods that support the assessment have been proposed by sci-
entific communities. This paper presents the results of the continuation of
the study that aims at identifying the methods with the highest applicability
potential i.e. the highest readiness for being directly applied in an organization.
The research started with identifying the determinants of the applicability and
introducing its taxonomy and metrics10. This was followed by a systematic lit-
erature analysis that led to the recognition of thirty-two methods proposed in
academic and research environments. The methods were analyzed concerning
the evaluation criteria that regarded the purpose, structure and selected appli-
cability features (the documentation level of detail, required skills, real-world
application, method’s evaluation procedure and supporting tools)11.

The follow-up study presented in this paper aimed at a more in-depth ana-
lysis of the methods based on qualitative metrics and eliciting the methods with
the highest adoption potential. The methods could become good candidates
for first-order improvements that would lead to obtaining solutions that would
ultimately meet the broad application. The analysis is subjective, based on
the method characteristics, literature descriptions, and the expertise and per-
ceptions of one appraiser. The added component of qualitative metrics-based
multiple-factor analysis aims at providing a new dimension to the methods’
analysis to facilitate the selection of the method that is the most comple-
mentary to the analyzed environment in terms of usability and applicability.
The main contributions of this study in reference to the previous research are
summarized in Table 1.

The rest of the article is organized as follows. The research method applied
in the study is explained in the next section. Section 3 describes the analysis of
cybersecurity assessment methods based on 19 qualitative applicability met-
rics, including the construction of the methods’ ranking according to values of
complexity, usability, and acceptance metrics. This is followed by an in-depth
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Table 1: The main contributions of the study in reference to the previous
research.

Previous work Ref. The contribution of the current study
31 applicability determinants elicited [10] 29 cybersecurity assessment methods

subjected to a multiple factor analysis
based on 19 qualitative applicability
metrics

Applicability taxonomy proposed [10]
15 quantitative and 19 qualitative
applicability metrics introduced

[10]

Dedicated questionnaire consisting of
22 questions of six different types
designed

[10] The methods with higher adoption
potential elicited

Preliminary validation of internal
reliability of the questionnaire

[10] The ranking of methods according to
applicability metrics’ values developed

32 cybersecurity assessment methods
proposed by scientific environments
analyzed

[11] The first ten methods from the
ranking examined in more detail

Applicability control list developed [35] Findings and further research areas of
improvement described

The checklist applied to evaluate
EE-ISAC

[35] A primary candidate method for direct
use or further improvements indicated

study of the top ten methods in the ranking (Section 4). The main findings
are presented in Section 5. The paper ends with concluding remarks.

2 Research method

The main activities involved in the research are summarized in Figure 1. There,
the contribution of the study described in this paper is expressly depicted.

MethodsConcepts
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Fig. 1: The key tasks and data sources employed during the research with the
demarcation between previous works and the study described in this paper.
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4 2 RESEARCH METHOD
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Fig. 2: Applicability taxonomy.

The research started with the operationalization of the applicability con-
cept that led to the identification of three fundamental constituents of
applicability, namely complexity, usability, and acceptance. Based on that,
applicability determinants were distinguished. They enabled formulation of the
applicability taxonomy (see Figure 2). Also, fifteen quantitative and nineteen
qualitative applicability metrics were introduced and a dedicated questionnaire
consisting of twenty-two questions in six different categories was designed and
preliminarily validated10. With these conceptual grounds established, the ana-
lysis of cybersecurity assessment methods from the applicability perspective
could commence.

The cybersecurity assessment methods were identified during a systematic
literature review process that implemented Webster’s and Watson’s12 as well
as Kitchenham’s and Brereton’s13 guidelines11. The two main components of
the process embraced the reviews search which aimed at identifying potential
alternative reviews and the methods search when individual proposals were
searched for directly. Each of the stages contained three main activities i.e.
the literature search, selection, and analysis, during which relevant criteria
were applied. The data were grouped according to the evaluation criteria and
analyzed11.

In the follow-up study described in this paper, the methods were subjected
to a multiple-factor analysis based on 19 qualitative applicability metrics. The
choice of qualitative metrics before the quantitative ones was driven by the
availability of data and the feasibility questions. At the same time, the evalua-
tion based on the remaining quantitative 15 metrics, including the cost, time,
quantified efficiency, and effectiveness, constitutes a prospective direction of
future studies. However, it needs to be noted that it will call for substantial
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resources as obtaining the proper values of the metrics requires dedicated,
mostly complex experiments. The qualitative analysis enabled the elicitation
of the best candidates for early adoption or promising improvements. These
methods were analyzed more in detail. Findings and further research areas of
improvement were described. A primary candidate method for direct use or
further improvements was indicated.

3 Applicability of cybersecurity assessment
methods

The general review of cybersecurity assessment methods11 revealed that the
application of the methods in practical environments was very limited. If a
method was implemented, its deployment did not go beyond a pilot, a demon-
strator, some hypothetical scenario, or other basic configuration. The initial
analysis of selected applicability features of the methods, namely the doc-
umentation level of detail, required skills, real-world application, method’s
evaluation procedure, and supporting tools indicated that for a method to be
more widely adopted, its applicability properties required better addressing.
Applicability is the quality of being applicable or suitability to be imple-
mented10. The taxonomy that shows primary determinants of applicability10

is presented in Figure 2. This section describes further analysis of the meth-
ods based on 19 qualitative applicability metrics. The analysis was carried
out to more precisely determine the areas of improvement and to identify the
methods that demonstrate a higher adoption potential.

3.1 Qualitative metrics-based assessment

The metrics utilized during the analysis are summarized in Table 2. They
include positive metrics that are positively correlated with applicability and
negative ones, for which the correlation occurs but is negative. For instance,
accuracy is a positive metric, because the more methods are accurate, the
higher their chances of being applied. An example of a negative metric is
preparation extensiveness. The more broad and labor-intensive preparation
activities before using a method, the greater users’ reluctance to apply the
method.

For each metric, a subjective quality value in a 7-level scale was assigned.
The outcome of the analysis is summarized in Tables 3 and 4. Table 3 groups
the metrics associated with the complexity aspect of applicability, while Table
4 focuses on the usability and acceptance dimensions. The cell colors in the
tables reflect the level of positive/negative influence on the applicability. The
colors range from dark red, through yellow, to dark green. For positive metrics,
dark red color indicates the lowest influence (quality value 1), while dark green
illustrates the highest positive influence (quality value 7). For negative metrics,
the dark red color shows the highest negative impact on the applicability
(quality value 7), and the dark green depicts the lowest negative effect (quality
value 1).
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6 3 APPLICABILITY OF CYBERSECURITY ASSESSMENT METHODS

Table 2: Applicability qualitative metrics. Source:10.
Metric Description

Acceptance
Perceived usefulness Users’ subjective perception of the likelihood that using the method

will increase their performance within a specific context
Effort expectancy Users’ expectation of the effort required to utilize the method
Social influence Users’ perception of the importance that others assign to them using

the method
Completeness The degree of the method’s comprehensiveness in tackling the entire

addressed problem
Level of detail The precision with which the method approaches the addressed prob-

lem
Scope width The broadness of the application domain
Accuracy The precision of results obtained with the method

Usability
Satisfaction Subjective opinions of experts regarding their impressions on using

the method
Universality The method’s capacity to accommodate a diversity of users with

different experience, knowledge and expertise
Ease of use The method’s capability to solve real problems in an acceptable way,

it implies practical utility the method
Complexity

Effort The effort associated with applying the method
Expertise Proficiency required for using the method
Simplicity Straightforward usage of the method
Capability to execute a
method

Experts’ operational capabilities to apply the method

Knowledge of the appli-
cation domain

Experts’ familiarity with the problem area

Difficulty of creation The degree of difficulty associated with constructing or duplicating
a method

Difficulty of description The degree to which a method is difficult to describe
Difficulty of understand-
ing

The degree to which a method is difficult to comprehend

Preparation extensive-
ness

Broadness and labor intensity of preparation activities before using
the method

3.2 Comparative analysis

To compare the methods a multiple factor analysis was carried out. The aggre-
gation function MA used in the analysis is presented in Equation 1. Its value is
calculated by deducing the sum of the unweighted values for negative metrics
from the sum of the unweighted values obtained with positive metrics.

MA =
∑

MP −
∑

MN (1)

Where: MA – applicability metrics’ aggregation function, MP – positive
metric, MN ’ – negative’ metric.

Table 5 summarizes the results of the calculations. There, the sums of val-
ues of positive and negative metrics and the relevant aggregators are provided
separately for complexity, usability, and acceptance as well as usability. The
compilation enables comparing the methods but also observing the contribu-
tion of methods’ properties in different areas of applicability to the overall
adoption potential. To facilitate the selection of methods, in Table 6 the meth-
ods are enlisted in order of decreasing values of the applicability metrics’
aggregation function.
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3.2 Comparative analysis 7

Table 3: Complexity values. Positive metrics are indicated with (+), and neg-
ative ones with (-). Scale: 1-very low, 2-low, 3-fairly low, 4-medium, 5-fairly
high, 6-high and 7-very high. The cell colors reflect the level of positive/nega-
tive influence on the applicability. For positive metrics, dark red color indicates
the lowest influence (quality value 1), while dark green illustrates the highest
positive influence (quality value 7). For negative metrics, the dark red color
shows the highest negative impact on the applicability (quality value 7), and
the dark green depicts the lowest negative effect (quality value 1).
Method Effort

(-)
Ex-
per-
tize
(-)

Sim-
pli-
city
(+)

Capa-
bility
to exe-
cute a
method
(-)

Know-
ledge
of the
appli-
cation
domain
(-)

Dif-
ficulty
of cre-
ation
(-)

Dif-
ficulty
of
descrip-
tion (-)

Dif-
ficulty
of
under-
stand-
ing (-)

Prepa-
ration
exten-
sive-
ness
(-)

Checklist-based methods

Advanced security measurement tailored to

the organization’s business profile 25
5 6 4 5 5 3 4 5 4

Cyber-Physical IT Vulnerability Assessment

for Semiconductor Companies 14
4 5 5 3 5 3 3 2 3

Operational framework for security capability

assessment 16
5 4 4 3 5 3 3 3 3

Analytical Processing Approach to Support-

ing Cyber Security Compliance Assessment 17
5 5 4 4 5 3 4 4 4

Rough set-based security assessment

method36
6 7 2 6 5 5 6 6 5

Security compliance monitoring37 6 5 3 5 5 3 4 3 5

Security assessment approach for Internet

banking services 38
7 7 1 7 7 5 7 5 7

Vulnerability identification and analysis methods

Work flow-oriented security assessment 39 7 7 2 6 6 4 4 5 7

First principles vulnerabilities assessment 40 7 7 3 7 7 5 5 5 7

Ovaldroid 41 7 7 4 6 6 4 5 5 7

Bayesian attack graph-based quantitative

assessment 42
7 7 3 7 6 4 5 6 7

AI and Metrics-Based Vulnerability-Centric

Cyber Security Assessment 43
7 7 3 7 6 4 5 6 7

Ruckus 34 6 7 3 7 7 4 3 2 6

Network security situation assessment

method based on deep learning44
7 7 3 6 6 4 4 4 7

Online and offline security policy assess-

ment 27
6 6 4 6 6 5 4 4 6

Penetration testing methods

Standardised method to cybersecurity assess-
ments of critical infrastructures

6 7 2 6 6 3 3 2 6

Risk-based testing 23 6 6 4 6 6 4 4 2 6

Structured Security Assessment Methodology
for Manufacturers of Critical Infrastructure
Components 18

5 6 4 6 6 4 3 2 5

Cyberassessment method for SCADA secu-

rity 45
6 6 4 6 6 4 3 2 6

NetSecuritas 46 7 6 2 6 6 5 5 5 7

Simulation-based methods

Approach to security assessment of critical

infrastructures 47
7 7 2 6 6 3 3 2 7

Assessment/analysis platform for Multi-
ple Interdependent Critical Infrastructures

(AMICI) 48

7 7 3 6 6 4 4 2 7

Cyber-physical security assessment 49 7 7 3 6 6 3 3 3 7

Smart grids assessment through simulation50 7 7 3 6 6 4 5 5 7

Model-based methods

Mission Oriented Network Analysis

(MONA)51
7 6 2 6 6 5 6 6 7

Service-oriented approach for assessing criti-

cal infrastructure security 33
6 6 4 5 6 5 5 4 6

General method for assessment of security in

complex services 52
7 7 1 7 6 7 7 7 7

Cybersecurity assessment of cyber-physical
systems using Discrete Time Markov Chain

model-based simulations 53

6 6 2 6 6 5 6 6 6

Testing Security for Systems of Systems (TeS-

SoS) 54
7 5 2 6 6 5 5 5 6
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8 3 APPLICABILITY OF CYBERSECURITY ASSESSMENT METHODS

Table 4: Usability and acceptance values. Positive metrics are indicated with
(+), and negative ones with (-). Scale: 1-very low, 2-low, 3-fairly low, 4-
medium, 5-fairly high, 6-high and 7-very high. The cell colors reflect the level
of positive/negative influence on the applicability. For positive metrics, dark
red color indicates the lowest influence (quality value 1), while dark green illus-
trates the highest positive influence (quality value 7). For negative metrics, the
dark red color shows the highest negative impact on the applicability (quality
value 7), and the dark green depicts the lowest negative effect (quality value 1).
Method Sati-

sfa-
ction
(+)

Uni-
ver-
sality
(+)

Ease
of
use
(+)

Perce-
ived
useful-
ness(+)

Effort
expe-
ctancy
(-)

Social
influ-
ence
(+)

Com-
plete-
ness
(+)

Level
of
detail
(+)

Scope
width
(+)

Accu-
racy
(+)

Checklist-based methods

Advanced security measurement tailored to

the organisation’s business profile 25
6 4 3 6 5 6 5 3 6 4

Cyber-Physical IT Vulnerability Assessment

for Semiconductor Companies 14
3 4 6 3 4 3 2 3 2 3

Operational framework for security capability

assessment 16
4 4 5 6 5 6 5 3 5 4

Analytical Processing Approach to Support-

ing Cyber Security Compliance Assessment 17
6 4 5 6 5 6 6 3 6 4

Rough set-based security assessment

method36
4 3 2 2 7 4 4 3 2 4

Security compliance monitoring37 3 4 3 3 6 5 4 3 6 4

Security assessment approach for Internet

banking services 38
5 1 3 7 4 6 4 4 1 7

Vulnerability identification and analysis methods

Work flow-oriented security assessment 39 5 3 3 4 6 5 5 6 6 5

First principles vulnerabilities assessment 40 7 3 4 3 7 5 6 6 6 6

Ovaldroid 41 5 3 4 5 6 4 5 6 3 6

Bayesian attack graph-based quantitative

assessment 42
5 3 3 5 6 4 5 5 5 5

AI and Metrics-Based Vulnerability-Centric

Cyber Security Assessment 43
5 3 3 5 6 4 6 5 5 5

Ruckus 34 7 3 4 5 5 5 6 6 4 6

Network security situation assessment

method based on deep learning44
4 3 4 5 6 4 6 6 5 4

Online and offline security policy assess-

ment 27
5 2 4 6 5 6 5 7 6 7

Penetration testing methods

Standardised method to cybersecurity assess-

ments of critical infrastructures 28
7 3 4 6 6 5 6 6 3 6

Risk-based testing 23 7 3 4 6 6 4 7 6 6 6

Structured Security Assessment Methodology
for Manufacturers of Critical Infrastructure
Components 18

7 4 3 7 5 6 6 6 2 6

Cyberassessment method for SCADA secu-

rity 45
5 3 4 6 6 5 4 6 3 6

NetSecuritas 46 4 3 3 4 6 4 7 6 6 6

Simulation-based methods

Approach to security assessment of critical

infrastructures 47
6 3 3 7 6 5 7 7 7 7

Assessment/analysis platform for Multi-
ple Interdependent Critical Infrastructures

(AMICI) 48

7 5 4 7 5 7 5 7 5 6

Cyber-physical security assessment 49 5 4 5 6 5 7 5 6 5 4

Smart grids assessment through simulation50 7 1 5 6 5 7 5 6 1 4

Model-based methods

Mission Oriented Network Analysis

(MONA)51
4 3 3 4 6 4 6 5 5 5

Service-oriented approach for assessing criti-

cal infrastructure security 33
5 3 4 5 5 5 7 6 6 6

General method for assessment of security in

complex services 52
3 1 1 1 7 5 6 4 4 4

Cybersecurity assessment of cyber-physical
systems using Discrete Time Markov Chain

model-based simulations 53

4 3 3 4 6 4 5 5 2 5

Testing Security for Systems of Systems (TeS-

SoS) 54
5 3 2 4 7 5 7 6 6 6
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3.2 Comparative analysis 9

Table 5: Cumulative values of complexity, usability and acceptance metrics.
Method Complexity Usability Acceptance All∑

MPC
∑

MNC MAC
∑

MPU
∑

MNU MAU
∑

MPA
∑

MNA MAA
∑

MP
∑

MN MA
Checklist-based methods

Advanced security measure-
ment tailored to the organi-

sation’s business profile 25

4 37 -33 13 0 13 30 5 25 47 42 5

Cyber-Physical IT Vulnera-
bility Assessment for Semi-

conductor Companies 14

5 28 -23 13 0 13 16 4 12 34 32 2

Operational framework for
security capability assess-

ment 16

4 29 -25 13 0 13 29 5 24 46 34 12

Analytical Processing
Approach to Supporting
Cyber Security Compliance

Assessment 17

4 34 -30 15 0 15 31 5 26 50 39 11

Rough set-based security

assessment method36
2 46 -44 9 0 9 19 7 12 30 53 -23

Security compliance moni-

toring 37
3 36 -33 10 0 10 25 6 19 38 42 -4

Security assessment
approach for Internet bank-

ing services 38

1 52 -51 9 0 9 29 4 25 39 56 -17

Vulnerability identification and analysis methods

Work flow-oriented security

assessment 39
2 46 -44 11 0 11 31 6 25 44 52 -8

First principles vulnerabili-

ties assessment 40
3 50 -47 14 0 14 32 7 25 49 57 -8

Ovaldroid 41 4 47 -43 12 0 12 29 6 23 45 53 -8

Bayesian attack graph-based

quantitative assessment 42
3 49 -46 11 0 11 29 6 23 43 55 -12

AI and Metrics-Based
Vulnerability-Centric Cyber

Security Assessment 43

3 49 -46 11 0 11 30 6 24 44 55 -11

Ruckus 34 3 42 -39 14 0 14 32 5 27 49 47 2

Network security situation
assessment method based on
deep learning44

3 45 -42 11 0 11 30 6 24 44 51 -7

Online and offline security

policy assessment 27
4 43 -39 11 0 11 37 5 32 52 48 4

Penetration testing methods

Standardised method to
cybersecurity assessments of

critical infrastructures 28

2 39 -37 14 0 14 32 6 26 48 45 3

Risk-based testing 23 4 40 -36 14 0 14 35 6 29 53 46 7

Structured Security Assess-
ment Methodology for Man-
ufacturers of Critical Infras-
tructure Components 18

4 37 -33 14 0 14 33 5 28 51 42 9

Cyberassessment method for

SCADA security 45
4 39 -35 12 0 12 30 6 24 46 45 1

NetSecuritas 46 2 47 -45 10 0 10 33 6 27 45 53 -8

Simulation-based methods

Approach to security assess-
ment of critical infrastruc-
tures 47

2 41 -39 14 0 14 29 6 23 45 47 -2

Assessment/analysis
platform for Multiple
Interdependent Critical

Infrastructures (AMICI) 48

3 43 -40 14 0 14 30 6 24 47 49 -2

Cyber-physical security

assessment 49
3 42 -39 11 0 11 29 6 23 43 48 -5

Smart grids assessment

through simulation50
3 47 -44 11 0 11 27 6 21 41 53 -12

Model-based methods

Mission Oriented Network
Analysis (MONA)51

2 49 -47 10 0 10 29 6 23 41 55 -14

Service-oriented approach
for assessing critical infras-

tructure security 33

4 43 -39 12 0 12 35 5 30 51 48 3

General method for assess-
ment of security in complex

services 52

1 55 -54 5 0 5 24 7 17 30 62 -32

Cybersecurity assessment
of cyber-physical systems
using Discrete Time Markov
Chain model-based simula-
tions 53

2 47 -45 10 0 10 25 6 19 37 53 -16

Testing Security for Systems

of Systems (TeSSoS) 54
2 45 -43 10 0 10 34 7 27 46 52 -6
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103 APPLICABILITY OF CYBERSECURITY ASSESSMENT METHODS

Table 6: Methods’ ranking according to the cumulative values of complexity,
usability and acceptance metrics. CB – Checklist-based methods, VI – Vulner-
ability identification and analysis methods, PT – Penetration testing methods,
SB – Simulation-based methods, MB – Model-based methods

1. Operational framework for security capability assessment16 CB 12
2. Analytical Processing Approach to Supporting Cyber Security Compliance Assess-

ment17
CB 11

3. Structured Security Assessment Methodology for Manufacturers of Critical Infras-
tructure Components18

PT 9

4. Risk-based testing23 PT 7

5. Advanced security measurement tailored to the organisation’s business profile25 CB 5

6. Online and offline security policy assessment27 VI 4

7. Standardised method to cybersecurity assessments of critical infrastructures28 PT 3

8. Service-oriented approach for assessing critical infrastructure security33 MB 3

9. Cyber-Physical IT Vulnerability Assessment for Semiconductor Companies14 CB 2

10. Ruckus34 VI 2

11. Cyberassessment method for SCADA security45 PT 1

12. Approach to security assessment of critical infrastructures47 SB -2
13. Assessment/analysis platform for Multiple Interdependent Critical Infrastructures

(AMICI)48
SB -2

14. Security compliance monitoring37 CB -4

15. Cyber-physical security assessment49 SB -5

16. Testing Security for Systems of Systems (TeSSoS)54 MB -6

17. Network security situation assessment method based on deep learning44 VI -7

18. Work flow-oriented security assessment39 VI -8

19. First principles vulnerabilities assessment40 VI -8

20. Ovaldroid41 VI -8

21. NetSecuritas46 PT -8

22. AI and Metrics-Based Vulnerability-Centric Cyber Security Assessment43 VI -11

23. Bayesian attack graph-based quantitative assessment42 VI -12

24. Smart grids assessment through simulation50 SB -12

25. Mission Oriented Network Analysis (MONA)51 MB -14
26. Cybersecurity assessment of cyber-physical systems using Discrete Time Markov

Chain model-based simulations53
MB -16

27. Security assessment approach for Internet banking services38 CB -17

28. Rough set-based security assessment method36 CB -23

29. General method for assessment of security in complex services52 MB -32

3.3 Results of the metric-based analysis

The analysis of the results shows that generally for all the methods, character-
istics connected to complexity tend to introduce a major negative contribution
to the adoption potential. The majority (∼75%) of negative metric values there
are 6, 7, or 5 (∼31%, ∼25%, and ∼20% of values, consequently). Except for
difficulty-related metrics (difficulty of creation, difficulty of description, and
difficulty of understanding) and one method14, the negative metrics scored
above 3. This means that the complexity properties constitute the biggest
obstacles to the methods’ adoption. Above all, the methods require from their
users a remarkable effort, great proficiency, and good familiarity with the
problem area.

The usability and acceptance properties of the methods make a positive
impact on applicability. More than half of the positive metric values in these
areas are above average. Almost 24% of the values are 6, 23% – 5 and around
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6% – 7. Specifically, metrics concerning the methods’ completeness, accu-
racy, perceived usefulness, and users’ satisfaction have medium to high impact
values. At the same time, the results show that the methods target special-
ized professionals and do not accommodate well users with diverse expertise
(universality). Also, the ease of use of the methods requires improvements.

Looking closely at the first 10 methods with the highest values of the aggre-
gation function MA (see Table 5), it becomes apparent that checklist-based
methods lead the way. They take the first, second, and fifth position in the
ranking, with the function values of 12, 11, and 5, respectively. Scrutinizing
the individual metric values for the methods, it can be noted that the methods
never score more than 5 in complexity, and never below 3 (for positive metrics)
in usability and acceptance. When comparing their complexity, usability, and
acceptance aggregators (the values of MAC , MAU , and MAA) to other meth-
ods, it can be seen that the complexity-related characteristics contribute the
most to the methods’ high position in the ranking as there are other methods
with similar values of MAU and MAA. Translating this observation into more
simple terms – within the framework of applicability, the most straightforward
methods exhibit the highest adoption potential.

The subsequent positions in the ranking are taken by penetration testing
methods (3, 4, and 7 location). While being somewhere in the middle as far
as their complexity aggregators are concerned, the methods stay out in terms
of usability and acceptance. They received particularly high values for satis-
faction, perceived usefulness, completeness, level of detail, and accuracy. From
that point of view, they appear complementary to the checklist-based methods.

Two vulnerability identification and analysis methods fall in the “top ten”
of the ranking. The first of them excels in the area of acceptance. Its aggregator
MAA is the highest in the entire comparison achieving the value of 32. This is
because the values of completeness, level of detail, scope width, accuracy, and
perceived usefulness metrics are very high. The second method exhibits higher
complexity compared to other methods in the group, but usability and accep-
tance aggregators are high. They equal those of penetration testing methods.
There is also one model-based method in the first ten. Looking at the numbers,
its applicability features are similar to the former vulnerability identification
and analysis method, with the acceptance aggregator MAA equal to 30 which
makes the method the second in this area. None of the simulation-based meth-
ods fell in the “top ten” group. The first ones in the ranking are located on
the 12 and 13 position. Compared to the primary ten methods in the listing,
they are more complex and less acceptable.

4 Top ten methods in the ranking

This section presents the results of the analysis of applicability features of the
top ten methods in the ranking presented in Table 6.
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12 4 TOP TEN METHODS IN THE RANKING

4.1 Operational framework for security capability
assessment

The framework for security capability assessment was presented as an
extension to the earlier proposed Tactical Information Governance Security
Model15. The model, dedicated to the medical environment was built upon
the results of an action research that included a pilot exploratory study and
semi-structured interviews with primary care practitioners. As a result, a
domain-tailored version of a cybersecurity management framework focusing
on risk assessment, policies and procedures, cybersecurity controls, capabil-
ity assessment, reviews, and compliance monitoring was proposed. The model
emphasizes the role of three prerequisites that need to be satisfied to ren-
der the governance process effective, namely the knowledge of relevant legal
requirements, the awareness of ethical and professional responsibilities, and
the appropriate assignment of roles and responsibilities. The model’s primary
goals were practicality, comprehensiveness, and easy implementation by per-
sonnel with little or no technical knowledge. The same principles guided the
development of the operational framework for security capability assessment16.
As a result, a simplified capability maturity model suitable for application
by medical practices with little or no outside intervention was proposed. The
application of the framework was illustrated in the context of data backup
activity. Analyzing the applicability metrics, perceived usefulness, and social
influence have particularly high values. Also, the ease of use, completeness, and
scope width were highly ranked. This reflects the methods’ good adjustment
to an important sector and its particular specifics (including the non-technical
environment). In the area of complexity, the method stands out in terms of the
capability of execution, low difficulties associated with creation, description
and understanding as well as preparation extensiveness. The findings may indi-
cate that cybersecurity assessment frameworks tailored to specific application
domains may have a higher chance of being adopted.

4.2 Analytical Processing Approach to Supporting
Cyber Security Compliance Assessment

The Analytical Processing Approach to Supporting Cyber Security Compli-
ance Assessment17 facilitates broad compliance assessments not limited to one
standard. It aims at addressing the complexity of such evaluations where nor-
mally a plethora of requirements need to be considered. The authors proposed
a structured process of compliance analysis which starts with the analysis and
specification of the subject of the evaluation (a service) and is followed by
activities that result in assigning only the most relevant controls, standards,
and security concerns. The compliance assessment is performed in reference to
the selected set of requirements, thus the extensiveness of the entire evaluation
is substantially reduced. The application of the approach is illustrated in the
context of a credit card payment service. The method is slightly more complex
(MAC = −30) compared to the operational framework for security capability
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4.3 Structured Security Assessment Methodology for Manufacturers of Critical Infrastructure Components13

assessment but extends the scope of the analysis to more than one reference
document. As a result, the completeness of the assessment increases. At the
same time, the description of the method application would require revision
to support its easier comprehension.

4.3 Structured Security Assessment Methodology for
Manufacturers of Critical Infrastructure Components

The Structured Security Assessment Methodology for Manufacturers of Crit-
ical Infrastructure Components18 is a proprietary cybersecurity assessment
framework used by Siemens – a well-recognized worldwide manufacturer of
industrial products. The approach was developed with a strong emphasis on
being “pragmatic, cost-efficient, generic, flexible, and built on relevant stan-
dards”. Consequently, it consists of five main stages: pre-assessment, risk
assessment, theoretical assessment, practical assessment, and post-assessment.
The theoretical assessment is a checklist-based assessment conducted using a
questionnaire produced in a semi-automated way from relevant standards. It is
carried out in parallel with a risk assessment that implements the ISO/IEC19

and NIST20 guidelines, resulting in a facilitated process. In both stages, the
relevant experts are being actively involved through interviews and work-
shops. The results constitute the input to the “practical assessment” that is
vulnerability identification and penetration testing. The success in achieving
the practicality and efficiency goals is confirmed by multiple applications to
evaluations of Siemens products. The experiences proved its cost-effectiveness
and reasonable resource requirements. Typically, an assessment involves one
to three assessors and a few weeks. Analyzing the applicability metrics, the
method has complexity only slightly higher than the two previous frameworks.
This is due to the incorporation of penetration testing, which in turn requires
expertise, larger capabilities, and knowledge of the application domain. At the
same time, it is very well structured, comprising only the most substantial
activities, and described in a very clear way, which reduces adoption difficulties
and increases simplicity. As a result, the complexity aggregator (MAC = −33)
even compared to the most straightforward checklist-based methods is above
average. Then, the method’s usability and acceptance characteristics stand out
from all the other frameworks. Among the others, because the completeness,
level of detail, and accuracy of the framework are very high. The structure of
the method seems to concur with the observation from this study (see Section
3.3), that checklist-based methods and penetration testing methods appear
complementary to each other. It is also worth noting that the method adopts
some aspects from the OSSTMM21 – a well-established practical cybersecurity
assessment framework and IEC/ISO 1540822 – the most commonly applied
standard for cybersecurity evaluation of products.
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14 4 TOP TEN METHODS IN THE RANKING

4.4 Risk-based testing

The cybersecurity assessment framework described by Rennoch et al.23 was
developed during two European research projects: DIAMONDS and RASEN.
The main idea behind the overall approach is to connect the risk assessment
to cybersecurity assessment, so its results can drive the test planning and the
selection of appropriate tests. In that respect, the approach converges with
the Siemens cybersecurity assessment methodology (see Section 4.3), which
also uses risk assessment (and checklist-based assessment) as a driver for pen-
etration testing. As a result, an extension to the cybersecurity testing process
specified in ISO/IEC/IEEE 2911924 was introduced. The approach is pre-
sented clearly and is well structured which results in complexity metrics’ values
similar to the Siemens’ method. For details, project documentation needs to
be studied and learned. This slightly increases the effort associated with using
and preparing the method. Also, the usability and acceptance of the method
are comparable. The scope width scored significantly higher because the frame-
work was designed for diverse application domains. Several supportive tools
are mentioned that are available openly or commercially.

4.5 Advanced security measurement tailored to the
organisation’s business profile

You et al.25 described a checklist-based method that scales with various
complexities of organizations. This is achieved by classifying cybersecurity
requirements into three groups: mandatory, significant, and recommended.
The requirements are adopted from a selected reference document, such as
NIST SP 800-538 or ISO/IEC 2700126. The categorization into the mid-
dle group is based on the calculation of Pearson’s correlation coefficients.
The method emphasizes the involvement of the professionals that operate
the equipment embraced by assessed cybersecurity controls. Questionnaires
are distributed via various channels to reach the experts. Analyzing the met-
rics, the method has the complexity aggregator MAC equal to −33 which as
for the checklist-based method is considerable. This is because, among oth-
ers, the effort, expertise, and difficulty of understanding received relatively
high values. A revision of the method’s description could potentially remove
some issues. Also, the necessity of calculating the correlation coefficients has
an impact on the complexity properties of the method. As far as usability
and acceptance metrics are concerned, the cumulative values are similar to
the best-ranking checklist-based methods. However, the ease of use and effort
expectancy received relatively low values which reflects the additional activi-
ties introduced by the method to achieve the expected tailoring to a specific
organization.

4.6 Online and offline security policy assessment

The framework proposed by Valenza et al.27 enables the automated detection
of configuration flaws in network-based security controls. Based on security
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4.7 Standardised method to cybersecurity assessments of critical infrastructures15

policies specified in a dedicated notation, test packets are generated together
with the outputs expected from the target of the evaluation. The packets are
sent to the target, which will process them according to the implemented
policy. If a discrepancy in the policy implementation occurs, for instance, due
to an attack, the output of the processing will not match the expected one. This
will trigger an alert. As already mentioned (see Section 3.3), the method has
outstanding acceptance properties (MAA = 32). Within its scope, the method
provides remarkable completeness and the level of detail. It is also broad in
scope and accurate. At the same time, the complexity metrics’ values are the
lowest among all vulnerability identification and analysis methods (together
with Ruckus, see Section 4.10). This is due to clear description and relative
straightforwardness (supported by openly available tools).

4.7 Standardised method to cybersecurity assessments of
critical infrastructures

The introduction of the cybersecurity assessment method for critical infras-
tructures28 was preceded by an exploratory study involving sector stakeholders
to identify the main challenges for cybersecurity assessment in the area. It
showed that cost and time have a significant impact on the scope of practical
evaluations. Also, operators perform various types of cybersecurity tests using
different methodologies. The tests are performed mostly on-site and outside
the daily operation of the system (e.g. during setup or a maintenance break).
Thus, the main objective of the study was to provide a standardized refer-
ence model for conducting penetration testing in critical infrastructures28 that
among others would enable repeatable and comparable evaluations at reason-
able cost and time. The authors did not intend to design a new methodology
from scratch but to build on the previous work. As a result, a structured
methodology that refers to NESCOR29,30, OSSTMM21, NIST SP 800-11531,
and ISSAF32 was proposed. The framework consists of the most substantial
activities composed in a two-level configuration that stemmed from the needs
of stakeholders. All is described in a well-comprehensible way. Analyzing the
applicability metrics, the values for complexity are comparable to risk-based
testing with the exception of difficulty-related that scored better. Also, the
values for usability and acceptance are very similar. There, the completeness,
level of detail, and accuracy are at high levels, which is generally inherent to
penetration testing. In a more general view, the proposal may resemble the
the Siemens’ cybersecurity assessment framework (see Section 4.3) without
the checklist-based assessment stage. This might indicate that a specific com-
position of evaluation activities and stages as well as the involvement of the
end-users’ viewpoints during the design has a positive impact on applicability.
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16 4 TOP TEN METHODS IN THE RANKING

4.8 Service-oriented approach for assessing critical
infrastructure security

The service-oriented approach for assessing critical infrastructure security33

supports analyzing complex systems by employing the notions of services and
dependencies. A service is defined as “a task performed by components or
subsystems”. During the initial stages, all the services present in the system
as well as dependencies between them need to be identified and represented in
the model of the system. Then, based on the model, the propagating effects
of vulnerabilities, threats, and attacks of one system component on the other
can be traced. In this way, vulnerability chains are determined, that show,
for instance how a compound service can be affected by vulnerabilities in
its low-level components and services. The threat analysis is facilitated by
being vulnerability-driven i.e. only the threats that match a vulnerability are
considered. Attack analyses are supported by focusing on disservice chains. The
method is the least complex of the model-based methods analyzed in the study
(MAC = −39), specifically its simplicity and the difficulty of understanding
stand out from the group. This is because the notions of a system service and
system dependency are clearly described and are possible to be modeled in
non-overcomplicated way. As already mentioned (see Section 3.3), the method
has very good acceptance characteristics. By analyzing system dependencies
and vulnerability, threat and attack chains, it achieves very high completeness.
Also, the level of detail, accuracy, and scope broadness are high.

4.9 Cyber-Physical IT Vulnerability Assessment for
Semiconductor Companies

This is a checklist-based method tailored to cybersecurity assessments of semi-
conductor manufacturers14. Based on consultations with IT security, audit,
and data center teams as well as the Internet resources, a list of cybersecurity
requirements for semiconductor companies and a tailored questionnaire with
references to industry standards and procedures were developed. During an
assessment, questionnaire-driven analyses and interviews with professionals in
the organizations are carried out. The grade of satisfaction of a security require-
ment is denoted on a 4-level scale. The tool was applied to the assessment of
four enterprises in China. Its use is very straightforward and little preparation
is needed, thus the complexity parameters are satisfactory. At the same time,
the scope of analyses is narrowed to the particular sector, and inherently for
checklist-based methods, the precision and completeness are low, which has a
visible impact on the acceptance of the method.

4.10 RUCKUS

RUCKUS is a methodology and a toolset that facilitates automated vulnera-
bility identification in cyber-physical systems34. It is based on an innovative
concept of software decomposition and correlation. During the knowledge
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development, various versions of cyber-physical systems’ firmware are decom-
posed into files and the files of interest are subject to semi-automated
vulnerability discovery using static analysis, natural language processing, and
fuzzing. The results, including affected library names and versions, vulner-
ability types, quantity, and ease of replication are introduced into a graph
database. Then, when a new specific device needs to be evaluated, its firmware
is also decomposed, but the vulnerability discovery activity is replaced with
an automated correlation analysis with the data stored in the database. As
a result, the scalability of the approach is remarkably improved. The prac-
tice shows that various devices share the same parts of code, such as libraries,
configurations, and executables. The authors illustrated the effectiveness of
the method in an automotive case study. Multiple vulnerabilities in a com-
mon cyber-physical system software have been identified in an automated way.
The framework is an example of how an originally very complex process can
be facilitated by introducing novel optimizations in its structure and the vast
support of tools. As a consequence, RUCKUS has the lowest complexity of all
vulnerability identification and analysis methods (MAC = −39), together with
online and offline security policy assessment, see Section 4.6). Its usability and
acceptance are high. They are diminished mostly due to the application being
narrowed to cyber-physical systems.

5 Findings from the analysis of the methods

This section denotes the main observations from the analysis of the “top ten”.
The primary learning is that methods that are straightforward and ready for
immediate use have the strongest applicability potential and chances for broad
adoption. The analysis shows that the desired characteristics of straightfor-
wardness and instant application are inherent to well-designed checklist-based
methods14,15,17,25. However, this is for the price of diminished completeness,
the level of detail, and accuracy. The gap can be successfully filled in by com-
plementing the checklist-based assessment with penetration testing. The latter
normally requires high competencies, but delivering detailed and well-written
documentation and supporting tools can relax the requirement (see RUCKUS
described in Section 4.10). Also, the learning of the method can be substan-
tially improved by providing tools and documentation. Moreover, the results
show that an intuitive and uncomplicated composition of evaluation activities
and stages as well as consulting the end-users during the design has a positive
impact on applicability. The majority of the leading methods are described in
a well comprehensible way. Only, for two of them17,25 the descriptions require
improvements.

Several methods15,18,23 incorporate risk assessment into the cybersecurity
evaluation stages. In risk-based testing23 this concept is particularly empha-
sized. Such an approach enables focusing on the most relevant threats and
assets. It results in the reduction of effort and resources, which is high-
lighted as a desired feature of a framework for its practical adoption. The
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18 5 FINDINGS FROM THE ANALYSIS OF THE METHODS

cost-effectiveness and reasonable resource demands (including time consump-
tion) were primary objectives during the development of the Structured
Security Assessment Methodology requirements18 and Standardised method
to cybersecurity assessments28. These methods were developed with a very
strong orientation on being pragmatic and applicable. The success of the
Siemens’ method in this respect can be confirmed by multiple applications in
assessments of its proprietary products.

The introduction of four methods in the “top ten”14,15,18,28 was preceded
by exploratory study and/or consultations with field experts. This is a stan-
dard step in requirements engineering but seems to be overlooked in many
developments. This study shows its remarkable impact on the applicability of
cybersecurity assessment methods. Several methods are adjusted to a particu-
lar domain14,15,18,34. However, it seems to be beneficial for only one of them15,
where the tailoring led to higher acceptance by the end-users. The other three
methods could be directly adopted in other application areas, and the spe-
cialization does not result in higher applicability metrics’ values. At the same
time, it narrowed the scope, which resulted in a lower level of the associated
metric.

Another positive characteristic of the leaders is that the majority of them
did not intend to design a new methodology from scratch but to build on the
previous work and to introduce demanded improvements15,18,23,25,28. In this
way, the uncontrolled proliferation of methods that leads to the confusion of
users unable to find their way in the multitude of proposals is avoided. Also, the
idea of such an “incremental” approach is that the weaknesses of the previous
work are reduced, while improvements are made.

Among the methods, the Structured Security Assessment Methodology
for Manufacturers of Critical Infrastructure Components18 (see Section 4.3)
concurs with all these observations. It is a well-structured framework that com-
bines checklist-based assessment with penetration testing and risk assessment
to achieve a good focus on the most important aspects during the cyberse-
curity assessment. Consequently, the method is cost-effective and reasonably
time-consuming which was proven in daily practice and the application to mul-
tiple evaluations. It is described in a comprehensible form, easy to learn, and
straightforward. At the same time, the incorporation of penetration testing
into the evaluation results in high completeness of the analysis and good pre-
cision. During the development of the method, the end-users were remarkably
involved. On the other side, as the method targets manufacturers of critical
infrastructure components, its scope width is diminished. However, as it repre-
sents generic steps, it should well transpose to a broader application domain.
For instance, the sector-specific standards used for devising the checklists can
be replaced with more universal documents or norms dedicated to other sec-
tors. Taking this all into the account, the method is revealed as a primary
candidate for direct use as well as further development.

The other innovative constructs introduced by the top ten methods can be
taken as enhancements to the generic foundation. For example, when wishing
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Table 7: Main findings: factors with a positive impact on applicability.

Factors with a positive impact on applicability
Straightforwardness and readiness for immediate use
Intuitive and uncomplicated composition of evaluation activities and stages
Detailed and well-written documentation and supporting tools
Complementing the checklist-based assessment with penetration testing
Incorporating risk assessment
Performing exploratory studies and/or consultations with field experts
Consulting the end-users during the design and development
Applying the incremental approach instead of devising new solutions

Table 8: Recommendations for developers.

Recommendations for developers
Use the Structured Security Assessment Methodology for Manufacturers of Critical
Infrastructure Components18 method as a basis for further developments
Apply the incremental approach
Assure straightforwardness and readiness for immediate use
Deliver detailed and well-written documentation and supporting tools to facilitate the
application by less proficient users
Design the intuitive and uncomplicated composition of evaluation activities and stages
Perform exploratory studies and/or consult field experts
Consult the end-users during the design and development
Enable flexible enhancements of the method

to broaden compliance assessments to more than one standard, the approach
from The Analytical Processing Approach to Supporting Cyber Security Com-
pliance Assessment17 can be borrowed. When tailoring to a specific complexity
of an organization, then the procedure devised by You et al.25 (see Section
4.5) can be followed. If looking for even higher precision and completeness
of the analysis that takes into account cascading effects and propagation of
vulnerabilities’, threats’ and attacks’ consequences then system dependencies
need to be explored. This can be achieved by adopting the Service-oriented
approach for assessing critical infrastructure security33. Another extension can
be including a stage dedicated to vulnerability and identification analysis in
the cybersecurity assessment. For networking environments, the framework of
Valenza et al.27 (see Section 4.6) exhibits promising applicability properties.
For software packages (such as a device firmware), the innovative methodology
of RUCKUS34 is worth to be applied.

The findings and resulting implications in the form of recommendations for
developers and practitioners have been summarized in Tables 7 – 9.

6 Conclusion

The paper presented the results of the research that followed a general review
of cybersecurity assessment methods. In the first stage, the methods identi-
fied in the previous study were subjected to more in-depth analysis based on
19 qualitative applicability metrics to more precisely determine the areas of
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20 6 CONCLUSION

Table 9: Primary recommendations for practitioners.

Primary recommendations for practitioners
To achieve completeness and precision of analyses, complement checklist-based
cybersecurity assessments with penetration testing
Connect cybersecurity assessment to risk assessment to save cost, time and other resources
Take the Structured Security Assessment Methodology for Manufacturers of Critical
Infrastructure Components18 method as a good starter
Depending on the needs, enhance the method with the methods of Buccafurri et al.17,
Masera and Fovino33, Valenza et al.27 or Potteiger et al.34

improvement and to identify the methods that demonstrate a higher adop-
tion potential. This part of the study revealed that a good effort needs to be
put into reducing the methods’ complexity. In particular, the effort associated
with the preparation and use of a method as well as the required competen-
cies and familiarity with the problem area need to be reduced. Also, the ease
of use of the methods and their readiness for being operated by users with
different backgrounds demands further work. The effort and the ease of use
can be reduced by the provision of supportive tools, while the other properties
can be facilitated by documentation, including instructional videos and inter-
active exercises, that need to be continuously available to users. A ranking of
methods according to their applicability metrics’ values was constructed.

The second part of the study was based on the analysis of the primary ten
methods from the ranking. While the detailed findings are presented in the
two previous sections, the most important observation is that straightforward
and ready-for-use methods are the most likely to be broadly adopted. Thus,
checklist-based methods appear as the first candidates to be applied. However,
the completeness and precision of the analyses supported by them are limited.
This issue can be addressed by adding penetration testing to the evaluations.
Also, connecting activities to the risk assessment appears to be beneficial as it
leads to more focused analyses and consequently cost, time, and other resource
savings. A method that incorporates all the observations is the Structured
Security Assessment Methodology for Manufacturers of Critical Infrastructure
Components developed by a large manufacturer of industrial products. On one
side, it exhibits readiness for direct use, on the other – it can be subjected to
further improvements described in this paper.

A limitation of the study is the fact that it was performed by a single
analyst. This is due to the challenges in composing a group of experts familiar
with or willing to learn all the presented methods. The subjective component
had an impact on the evaluation of qualitative metrics which was based on
methods’ descriptions and individual observations. To a certain degree, it could
have influenced the methods ranking. Thus, increasing the number of experts
remains a potential direction of further research. Another prospective area
of future projects regards the evaluation of methods based on quantitative
metrics. As already mentioned, the study will demand considerable endeavor
associated with proper preparation and realization of necessary experiments.
At the same time, the current, qualitative study delivers a new view of the
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methods within the framework of applicability metrics. Moreover, it should
facilitate the selection of the method most suitable to a given context in terms
of applicability and usability.
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