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Abstract: The paper examines various aspects of text analysis application for 

knowledge worker’s activity realization. Conclusions are drawn about the relevance and 

importance of processing the non-structured textual information in order to increase 

knowledge worker’s efficiency, as well as their awareness in different branches of 

science. The paper considers the existing algorithms of texts semantic analysis as the 

sphere of documents topical closeness recognition. At the same time, it contains an 

example of applying the complex methodology of semantic analysis, which includes 

LSA and LDA methods together with the Zipf’s Law with the objective to solve a 

typical knowledge worker’s task. Quantitative identifiers of the efficiency of this 

methodology are given. 

Key words: Knowledge Worker, Latent Semantic Analysis, Latent Dirichlet Allocation, 

Zipf’s Law. 

1. Introduction

In today’s economy knowledge creation and distribution are becoming more and more 

crucial factors of any organization’s competitiveness. Knowledge is being thought of as a 

valuable commodity that is embedded in products and in the tacit knowledge of highly 

mobile employees. Because of that, the ability to manage knowledge is currently supposed to 

be the key ability for organizations. Knowledge management (KM) represents a deliberate 

and systematic approach to ensure the full utilization of the organization’s knowledge base, 

coupled with the potential of individual skills, competencies, thoughts, innovations, and 

ideas to create a more efficient and effective organization (Rizun, 2017a).  

In the study of knowledge management phenomenon, it is necessary to consider two 

elements, which are vital for the KM process: the people, who create, utilize and distribute 

knowledge – knowledge workers; and the technological tools (solutions), which assist 

knowledge workers and facilitate their activity (Rizun, 2017b).  
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According to Liao (2003), knowledge management technologies as tools for 

knowledge capturing and creation can be represented by 7 major categories: KM 

Framework; Knowledge-Based Systems; Data Mining; Information and Communication 

Technology; Artificial Intelligence / Expert Systems; Database Technology; Modeling. 

And one of the most important techniques of the Artificial Intelligence/Expert 

Systems as well as Data Mining are the text-mining, text summarization and sentiment 

analysis. 

In accordance with (Silwattananusarn and Tuamsuk, 2012), the problems of text-

mining and natural language processing can be observed almost in any sphere of knowledge 

workers’ activity. Table 1 contains examples of text mining application in the major 

branches of economics. 

Table 1 

Text Mining Application in the Major Branches of Economics 
Sphere of 

knowledge work 
Text mining examples 

Health Care 

Organization 

Textual data mining (literature, admission notes, reports, summaries).  

Discovering unsuspected links from the huge amount of literature and supporting medical 

research.  
Exploration of diseases, operations, and tumors relationships. 

Adding meaning to data semantic metadata (Hwang et al., 2008; Ghattas et al., 2010)  

Retailing Analysis of the market knowledge of customers, brands, products. Recognition of the 
sentiment of customers’ opinions. 

Prediction of customers and clients behavior (Liao et al., 2008; Bose and van der Aalst, 

2009) 

Financial/Banking Recognition the sentiment of the reputation of customers, banks and companies. 
Classification and quick retrieval of documents (Cheng and Sheu, 2009; Silwattananusarn 

and Tuamsuk, 2012) 

Small and Middle 
Businesses (food 

company and 

food supply 
chain) 

Help with information overload and overlook.  
Integration of knowledge from many sources.  

Enhancing decision support systems (Li et al., 2010a; Li et al., 2010b) 

Entrepreneurial 

Science 

Specific textual knowledge extraction. 

Help for managers in transformation of tacit knowledge to the explicit (Cantú and 

Ceballos, 2010) 

Business Discovering hidden patterns between textual data (reports, articles, reviews). 

Integration of knowledge from many sources.  

Enhancing decision support systems (Wu et al., 2010). 

Collaboration and 
Teamwork 

Analysis of the documents, e-mails, notes for revealing the common opinions and 
construction of worker’s explicit knowledge flow. 

Mining and construction of the group-based tacit knowledge prototype for explicit data 
bases creation (Liu and Lai, 2011) 

Construction 

Industry 

Handling textual information source for industrial knowledge discovery and management 

solutions (Wang and Fan, 2008) 

Education Classification of textual data sources (literature, articles, administrative papers, reports, 
summaries).  

Discovering unsuspected links from the huge amount of literature and supporting scientific 

research (McInerney, 2002; Gomez-Perez et al., 2009)     

This research paper considers the methodology of applying the methods of semantic 

analysis for revealing hidden connections between documents with the objective to classify 

and recognition the topical similarity. 
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2. Theoretical Justification 

Under the notion of texts mining in natural language we understand the application of 

methods of texts computer analysis and presentation in order to achieve the quality, which 

corresponds to the “manual” processing for further usage in various tasks and applications. 

One of the actual tasks of automatic texts mining is their clustering (definition of groups of 

the similar documents). More and more often statistical topical methods are being applied 

(Vorontsov and Potapenko, 2013).  

The topics are presented as discrete distributions on a number of words, and the 

documents – as discrete distribution on a number of topics (Vorontsov and Potapenko, 2013). 

Topical methods perform a “non-precise” clustering of words and documents, which means 

that a word or a document can be referred to a few topics with different probabilities 

simultaneously. The synonyms with higher probability will appear in the same topics since 

they are frequently used in the same documents. At the same time, the homonyms (words 

different in meaning, but similar in writing) will be placed in different topics because they 

are used in different contexts (Dempster et al., 1977). 

Vector Space Model 

Topical methods, as a rule, apply the method of a “bad of words”, where each 

document is considered as a set of words not connected to each other. Before the topics are 

defined, the text is processed – its morphologic analysis is conducted with the objective to 

define the initial form of words and their meanings in the speech context. The method of 

processing words in a machine-readable natural language, as a rule, is based on the vector-

space method of data description (Vector Space Model) (Nokel and Lukashevich, 2015), 

suggested by G. Solton in 1975. Within the framework of the method each word in a 

document has its particular weight. Thus, each document is presented as a vector and its 

dimension is equal to the total number of words in the document.  

Similarity of a document and a topic is evaluated as a scalar product of a few 

information vectors. The weight of separate words (terms) can be calculated both applying 

the absolute frequency of a word appearing in the text and the relative (normalized) 

frequency:  

 
df

twk
twtf

),(
),(  , (1) 

where ),( tLwk  is the number of w-word occurrences in the text t; df – total number 

of words in the text t; 

The weight of a word, calculated by the formula (1), in documents is usually put as 

TF (Term Frequency).  

However, this approach does not take into consideration the frequency, with which 

the word is used in the whole massive of documents – i.e. the so-called discrimination 

strength of the word. That is why, in case when the statistics for word usage in the whole 

document is available, it is more efficient to use the other method (formula 2): 

 
df

DtwtfIDFTF  2log),(  (2) 

 where D – total number of documents in the collection.  
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IDFTF   method of weighting words shows not the frequency of words appearing 

in the document, but the measure, inverse to the number of documents in the massive 

containing this particular word (inverse document frequency).  

The Vector Space Model of data presentation provides the systems, which are based 

on it, with the following functions: 

 creation of professional systems and databases; 

 increase of the level of specialists’ competence by means of obtaining an effective 

possibility of directed search and filtration of text documents; 

 automatic summarization of documents’ texts. 

Vector Space Model has:  

 advantages: Index words can be selected automatically; word weighting to 

improve retrieval performance; partial matching of queries and documents when no 

document contains all search words; relevance ranking according to similarity; relevance 

feedback incorporated by modifying query vector; 

 limitations the calculations used by simple vector models are about the frequency 

of words and word forms (e.g., stemmed) in texts; this means that they are measuring the 

"surface" usage of words as patterns of letters; they can't distinguish different meanings of 

the same word (polysemy); they can't detect equivalent meaning expressed with different 

words (synonymy); the vector model is not always suitable for solving the tasks of providing 

information security, because it refers to the methods of “hard” clustering (Nosenko et al., 

2005), considering each document as a sparse vector in a space of words of big dimension. 

Latent Semantic Analysis 

In “soft” clustering each word and document refer to a few topics with particular 

probabilities simultaneously. Semantic description of a word or a document is a probability 

distribution on a number of topics. The process of finding these distributions is called 

“topical modelling”.  

One of the best methods of “soft” clustering is the Latent Semantic Analysis (LSA), 

which reflects documents and separate words in the so-called “semantic space”, where all the 

further comparisons are conducted (Dumais et al., 1988; Deerwester et al., 1990).  

In this process, the following assumptions are made: 

 documents are a set of words, the order of which is ignored; it is only important 

how many times a word appears in the text; 

 semantic meaning of a document is defined by the set of words, which, as a rule, 

go together; 

 each word has a single meaning. 

LSA is the method of processing information in natural language, analyzing 

interconnections between massifs of documents and words, appearing in them, as well as 

associates topics with documents (words).  

The LSA method is based on principles of revealing latent connections of the studied 

phenomena and objects. In classification/clustering of documents this method is applied to 

extract context-dependent meanings of lexical units by means of statistical processing of 

very large text massifs. As the initial information in LSA the matrix “word-document” is 

used, which describes the set of data, used for system’s training.  

Elements of this matrix contain weights that consider frequencies of using every word 

in every document and participation of a word in all documents ( IDFTF  ). The most 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


2ND CONFERENCE ON INNOVATIVE TEACHING METHODS (ITM 2017) 
28-29 JUNE 2017, UNIVERSITY OF ECONOMICS VARNA, BULGARIA 

 

 

184 

widely-used variant of LSA is based on using decomposition of a diagonal matrix by 

singular values (SVD – Singular Value Decomposition).  

With the help of SVD any matrix can be decomposed on many orthogonal matrices, 

the linear combination of which is a rather precise approximation to the initial matrix.  

Mathematical basis of the method is as follows: 

Formally let A be a m×n words-document matrix of a documents collection. Each 

column of A corresponds to a document. The values of the matrix elements ],[ jiA  

represent the frequency identifications ),( twtf  of the word occurrence wi in the document 

tj: ),( ],[ twtfjiA  . The dimensions of A, m and n correspond to the number of words 

and documents, respectively, in the collection. 

In this case AAB T  is the document-document matrix. If the documents i and j 

have b words in common, then bjiB ],[ . On the other hand, 
TAAC   is the word-word 

matrix. If the words i and j occur together in c documents then cjiC ],[ . Clearly, both B 

and C are square and symmetric; B is a m×m matrix, whereas C is an n×n matrix. Now, we 

perform the Singular Value Decomposition on A using matrices B and C as described in the 

previous section: 

 
TVUA   (3) 

where U is the matrix of the eigenvectors of B;  V is the matrix of the eigenvectors of 

C;   is the diagonal matrix of singular values obtained as square roots of the eigenvalues of 

B. 

In LSA we ignore these small singular values and replace them by 0. Let us say that 

we only keep k singular values in Σ. Then Σ will be all zeros except the first k entries along 

its diagonal. We can reduce the matrix Σ into k  which is a k×k matrix containing only the 

k singular values that we keep, and also reduce U and V
T
, into UK and Vk

T
, to have k columns 

and rows, respectively. Of course, all these matrix parts that we throw out would have been 

zeroed anyway by the zeros in  . Matrix A is now approximated by:  

  TKKKKdt dtdtdtdt
VUXX


  (4) 

Intuitively, the k remaining ingredients of the eigenvectors in U and V could be 

interpreted as a k “hidden concepts” where the words and documents participate. The words 

and documents now have a new representation in words of these hidden concepts. The results 

of the LSA method are following: 

Document comparison:  ТKKk dtdt
VZ


 represents docs (cols) in semantic space 

(scaling with singular values). Documents di and dj can be compared using cosine distance 

on i and j columns of 
kZ . 

Word comparison 
dtdt KKk UY


 represents words (cols) in semantic space. Words ti 

and tj can be compared as cosine distance on i and j columns of 
kY . 

Topic analysis. Left singular vectors 
dtKU


 map between k words and “semantic 

dimensions” (topics). Then column k of this vector “describes” topic by giving strength of 
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association with each word. Right singular vectors 
dtKV


 map between topics and documents 

could in principle tell us what a document was “about”. As with words, one document can be 

associated with many topics. 

The method has the following advantages: 

 it is the best for revealing latent dependencies in documents; 

 it can be applied both with and without education (e.g. in solving the tasks of 

clustering); the values of matrix of closeness, based on the frequency characteristics of 

documents and lexical units; 

 polysemy and homonymy are partially eliminated. 

Disadvantages of the method are follows: 

 significant decrease of the speed of calculations when the volume of input data 

increases; 

 the applied probability method does not always correspond with the reality. It is 

suggested that words and documents have normal distribution, though usage of the Poisson 

distribution is more real. 

To get rid of the above-mentioned disadvantages the probability LSA is conducted, 

based on the multinomial distribution – in particular, on the algorithm of Latent Dirichlet 

allocation  (LDA) (Blei et al., 2003; Blei, 2012). 
The LDA presupposes that each word in a document is created by a certain latent 

topic; at the same time distribution of words in each of them is used in a clear form, as well 

as the prior distribution of words in the document.  Topics of all the words in the document 

are supposed to be independent. In LDA, as well as in LSA, a document can correspond to a 

few topics. However, LSA sets the algorithm of generation of both words and documents, 

that is why there appears an additional possibility to evaluate probabilities of documents 

outside text massive using the algorithm of variation Gibbs sampling. 

Unlike LSA, in the LDA the number of parameters does not increase with the growth 

of number of documents in the studied massive. The applied extensions of the LDA 

algorithm eliminate some of its limitations and improve productivity for particular tasks. 

LSA is generating algorithm only for words, but not for documents. The LDA algorithm 

overcomes this limitation.  

The main idea of LDA consists in the fact that the documents are presented as a mix 

of distributions of latent topics, where each topic is defined by a probability distribution on 

the set of words. LDA reflects hidden connections between the words by means of topics; it 

also allows to set probabilities for new documents, which were not included into the training 

set, applying the algorithm of Variational Bayesian method. 

In fact, LDA is a three-stage Bayesian network, which generates a document from a 

mix of topics. At the first stage for each document d a random vector 𝜃𝑑  with the parameter α 

(usually α is taken as 50/T) is selected from the Dirichlet distribution. At the second stage a 

topic 𝑧𝑑𝑖  is selected form the multinomial distribution with the parameter 𝜃𝑑. Finally, in 

accordance with the selected topic 𝑧𝑑𝑖  a word 𝑤𝑑𝑖  is chosen from the distribution Ф𝑧𝑑𝑖, which 

is the Dirichlet distribution with the parameter β (usually the parameter  is 0,1; its increase 

leads to more sparse topics). 

3. Experimental Results and Finding 

As an example, demonstrating the possibilities of applying algorithms of semantic 

analysis for a knowledge worker of the education sphere, it is suggested to consider the task 
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of semantic analysis and thematic classification of scientific papers with the objective to 

regulate the process of text mining, necessary for the research.  

The algorithm for the experiment is the following (Rizun et al., 2016a, 2016b, 2017): 

1. Conduction of the procedure of text pre-processing. 

2. Latent Semantic Analysis of texts with the objective to reveal hidden semantic 

connections between the documents. Formation of semantic clusters of documents.  

3. Definition of topics of papers with appointing topics to separate papers. Clustering 

of documents on the basis of topical identity.  

4. Additionally – statistical analysis of documents’ authorship applying the second 

Zipf’s law. 

As the specific task of a knowledge worker the following is suggested: 

To form the literature review it is necessary to conduct analysis of the major areas of 

interest of a group of authors. Further these results can be applied to define the target topics 

(define the weight of papers of each topic in the total scientific heritage of the authors). At 

the same time, it is known that the authors’ works have the topics that can overlap. This 

analysis is difficult to conduct applying only the papers’ titles. Each worker has to spend an 

unreasonably large amount of time to read the papers. 

As the text sample, it is suggested to choose 10 scientific papers of the same authors 

working on two close scientific topics – modelling of a human decision-making process and 

semantics texts analysis.  

Step 1. Pre-processing – includes the following procedures: extraction of words for 

the word-document matrix; tokenization; transformation into lower case letters; removal of 

stop words; removing the words, which occurred only once (optionally); 

stemming/lemmatization. 

Step 2. On the basis of the obtained “bag of words” it is possible to build a word-

document matrix by the further processing of a vector model of documents applying LSA. 

As a measure of closeness between the documents the cosine distance was used: 

Cosine of the edge between the vectors:  

 
yx

yx
dist

it 


 cos , (5) 

 where x⋅y is a scalar product of the vectors, 
x

 and 
y

 – quota of the vectors, 

which are calculated by the formulas: 

 



n

ii

ixx
1

2 , 



n

ii

iyy
1

2   (6) 

On the basis of the matrix of cosine distances between documents the clustering of 

analyzed documents was conducted. Results of the conducted research with changed 

clustering parameters are shown in Table 2.  
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Table 2. 

LSA-based Clustering Results 

D
o

cu
m

en
ts

 

2
 c

lu
st

er
s 

3
 c

lu
st

er
s 

4
 c

lu
st

er
s 

Paper titles 

0 1 0 1 Instruments of Operator’s Active State Identification 

1 1 0 1 
Simulation Model of the Decision-Making Support for Human-Machine Systems 

Operators 

2 1 0 2 Methodology of Intellectual Express-Evaluation of the Decision-Making Effectiveness 

3 1 1 2 Models of Human Decision-Making Processes 

4 1 0 1 Innovative Methods and Models of Individuals’ Knowledge Identification 

5 0 2 3 
The Method of a Two-Level Text-Meaning Similarity Approximation of the Customers’ 

Opinions 

6 0 2 4 Text-mining Similarity Approximation Operators for Opinion Mining in BI tools 

7 0 2 3 Development and Research of the Text Messages Semantic Clustering Methodology 

8 0 2 3 Algorithm of the Hidden Semantic of the Films Reviews Analysis 

9 0 2 3 Algorithm of Polish language Film Reviews Preprocessing 

 

This table allows drawing conclusions about the fact that growth of the number of 

clusters allows to increase the precision of subjects’ recognition – from the more general to 

the sub-topics: 

 when transferring from two topics to three, the subject connected with modelling 

the processes of decision-making was divided into sub-topics. As a result, one document was 

put into a separate cluster (that paper really has a bigger share of mathematic and technical 

interpretations and the following classification of different models of human decision-

making in various conditions); 

 when transferring to four topics the hierarchy allowed to define also the sub-topics 

for a group of papers, dedicated to texts semantics analysis. 

Graphic interpretation of the obtained results is presented in Figure 1.   

 

 
Figure 1. Graphic Interpretation of LSA-based Clustering Results 
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Step 3. The group of documents that were obtained as a result of semantic clustering 

and are characterized by topical closeness, require formulation of these topics as well as 

verification of precision of the conducted procedure taking into consideration the above-

mentioned disadvantages of the method.  

The experiment on modelling the topics was performed by means of the latent 

placement of Dirichlet (LDA). The most common method of evaluating the quality of 

probabilistic topic models is calculating the perplexity index on the test data set Dtest of M 

documents (Bahl et al., 1977).  

In information theory, perplexity is a measurement of how well a probabilistic 

distribution or probabilistic model predicts a sample. It may be used to compare probabilistic 

models. A low perplexity indicates that the probabilistic distribution is good at predicting the 

sample: 

 
























M

d d

M

d d

test

N

wp
DPerplexity

1

1
)(log

exp(
 (7) 

 
Documents classification was conducted on the basis of the index of maximum 

probability of the document belonging to the particular topic. One of the major factors 

influencing the quality of topics definition is the ratio: number of words in the topic / total 

number of topics. When this index decreases (→1) the perplexity index decreases as well. 

Results of the conducted research with changing the number of words in a topic as well as 

the number of topics, are given in Tables 3, 4 and 5. Key words of each topic are presented 

in the form obtained after the pre-processing – i.e. stemming.  

 

Table 3. 

LDA-based Clustering Results (4 topics/clusters) 
Topics Key words of topics 0 1 2 3 4 5 6 7 8 9 

Topic 3    analysi semant level 

cluster 
     +  + + + 

Topic 2    oper system model 
proces 

  +    +    

Topic 1 model intellectu 

process simul 
   + +      

Topic 0    activ identif state 
result 

+ +         

Probability 0,59 0,71 0,66 0,71 0,57 0,56 0,59 0,83 0,79 0,77 

Perplexity=7592 Optimal number of words in a topic – 4 

 

Table 4. 

LDA-based Clustering Results (3 topics/clusters) 
Topics Key words of topics 0 1 2 3 4 5 6 7 8 9 

Topic 2    model activ identif  +    +      

Topic 1    semant cluster analysi       + + + + + 

Topic 0    algorithm individu 

model  
 + + +       

Probability 0,71 0,61 0,54 0,66 0,60 0,81 0,77 0,79 0,84 0,78 

Perplexity=2064 Optimal number of words in a topic – 3 
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Table 5. 

LDA-based Clustering Results (2 topics/clusters) 
Topics Key words of topics 0 1 2 3 4 5 6 7 8 9 

Topic 0    semant analysi      + + + + + 

Topic 1    model activ + + + + +      

Probability 0,82 0,84 0,77 0,79 0,67 0,71 0,89 0,83 0,75 0,77 

Perplexity=574 Optimal number of words in a topic – 2 

 

Comparison of the results obtained at stages 2 and 3 of the documents semantic 

analysis are presented in Table 6. 

 

Table 6. 

Comparison of the LDA- and LSA- based Clustering Results  

D
o

cu
m

en
ts

 2 topics/clusters 3 topics/clusters 4 topics/clusters 

L
S

A
 

L
D

A
 

T
o
p

ic
s 

L
S

A
 

L
D

A
 

T
o
p

ic
s 

L
S

A
 

L
D

A
 

4
 T

o
p

ic
s 

1 2 3 4 5 6 7 8 9 10 

0 1 1 Model of Activity 0 0 
Individuals Knowledge 

Identification 
1 1 

Active State 
Identification Results 

1 1 1 Model of Activity 0 2 
Model of Activity 

Identification 
1 1 

Active State 

Identification Results 

2 1 1 Model of Activity 0 2 
Model of Activity 

Identification 
2 2 

System of Operator’s 
Processes Models 

3 1 1 Model of Activity 1 2 
Model of Activity 

Identification 
2 0 

Model of Intellectual 

Process Simulation 

4 1 1 Model of Activity 0 0 
Individuals Knowledge 

Identification 
1 0 

Model of Intellectual 
Process Simulation 

5 0 0 Semantic Analysis 2 1 
Semantic Clustering 

Analysis 
3 3 

Analysis of Semantic 

Clusters Level 

6 0 0 Semantic Analysis 2 1 
Semantic Clustering 

Analysis 
4 2 

System of Operator’s 
Processes Models 

7 0 0 Semantic Analysis 2 1 
Semantic Clustering 

Analysis 
3 3 

Analysis of Semantic 

Clusters Level 

8 0 0 Semantic Analysis 2 1 
Semantic Clustering 

Analysis 
3 3 

Analysis of Semantic 
Clusters Level 

9 0 0 Model of Activity 2 1 
Individuals Knowledge 

Identification 
3 3 

Analysis of Semantic 

Clusters Level 

% of results discrepancy = 0% % of results discrepancy = 20% % of results discrepancy = 30% 

 

These results prove that the optimal variant of dividing publications on topics is with 

the 2 groups. However, when it is necessary to clarify and divide the overlapping topics, we 

can consider 3 clusters of analyzed documents.  

Besides, in addition it is possible to conduct the test of the authorship of publications.  

In a short publication (mignews.com.ua, 2009) it was stated that in the scientific 

edition “New Journal of Physics” a group of Swedish physics from the Umea university 

under the direction of Sebastian Bernhardsson has described a new method that allows to 

define the author of a text on the basis of statistical data. The researchers have checked how 

in the texts of three authors – Thomas Hardy, Henry Melville and David Lawrence, – the so-

called law of Zipf is realized. The researchers have detected that the frequency of new words 

appearance as the volume of a text grows is changing differently for each author, and this 
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pattern does not depend on a particular text – only on the author. This information was 

published in 2009, and more than 20 years ago John Charles (Baker J. C. Baker, 1998) 

introduced a unit for measuring the capability of an author to use new words (here the notion 

“new” means a word not used in the text before). Baker proved that the unit is the author’s 

individual characteristics. 

Figure 2 shows an example of three publications (of one size) comparison. Moreover, 

the first two papers (Text 1and Text 2) are written by the same group of authors, and the 

third (Text 3) – by another author.  

 

Table 7.  

Parameters of the Zipf’s Law Distribution 

Document Factor a Factor b 
Mistake of 

approximation 

Total 

number of 

words 

New 

words 

% of 

new 

words 

Average distances 

between texts 

1 5.641 71.172 0.5795% 1974 670 34 
1st and 

2nd 
1st and 

3rd 

2 6.332 58.466 0.5417% 2028 682 34 
0.993 1.389 

3 4.371 70.154 0.4592% 1951 806 41 

 

The curves of the power distribution (parameters of the function 
x

bay   are 

given in Table 7), built as the approximation of the observed regularities, clearly demonstrate 

the differences between authors’ “fingerprints”: 

 the distance between 1
st
 and 2

nd
 text is bigger than between 1

st
 and 3

rd
; 

  
% of new words in the texts 1 an 2 approximately the same.  

This methodology allows to make sure that Zipf’s "quantity-frequency" law really can 

be applied for any text written in any language. Moreover, in this example, Zipf’s law was 

built after the procedure of text pre-processing was conducted. That enables a more precise 

analysis of the vocabulary and the specificity of authors using new words.  

 

 
Figure 2.  Zipf’s Law Distributions for Texting the Authorships 
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Conclusions 

Thus, different aspects of applying the methodologies of text analysis for 

realization of knowledge worker’s activity were analyzed. We can draw conclusions on 

the urgency and importance of using the methodologies of processing the non-structured 

textual information for increasing the efficiency of knowledge workers, as well as their 

awareness in different spheres of economics.  

The paper analyses the existing algorithms of texts semantic analysis as the 

sphere of documents topical closeness recognition. It was proved that these algorithms 

allow knowledge workers to solve various routine as well as creative tasks on a high 

intellectual level. 

The example given in the paper describes the complex methodology of semantic 

analysis for a combination of LSA and LDA methods and application of Zipf’s law for 

solving one of the typical knowledge worker’s tasks. Using this methodology allows to 

reduce the time on documents processing to 40%, as well as guarantees the matching of 

results of topics definition with the results of human work – to 70-75%. 
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