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Abstract— In this work, we address an everlasting issue in1

model order reduction (MOR) in electromagnetics that has2

remained unnoticed until now. Contrary to what has been3

previously done, we identify for the very first time spurious4

modes in MOR for time-harmonic Maxwell’s equations and5

propose a methodology to remove their negative influence on the6

reduced order model (ROM) response. These spurious modes7

have nonzero resonance frequency and may have shown up8

in the past giving rise to spikes in the frequency response,9

in effect, deteriorating the accuracy and efficiency of the MOR10

process. However, they were never characterized as spurious11

mode contributions, rather they were most likely considered12

as poor localized approximation issues in the MOR process.13

When we try to get further physical insights from the ROM,14

rather than simple frequency domain data, we cannot afford15

any poorly localized approximation issue, that is, any spurious16

mode in the band of analysis. Otherwise, these mathematical,17

but nonphysical, modes will mislead the physical behavior of the18

device under analysis. A computationally inexpensive variational19

divergence condition is established to identify spurious modes in20

the band of analysis, since any physical in-band mode must be21

divergence-free. In addition, once a spurious mode is identified in22

the band of analysis, its influence is removed from the ROM by23

a physics-based coupling strategy. As a result, a robust spurious24

mode contribution-free MOR in electromagnetics is proposed.25

Finally, several actual microwave circuits, such as a quad-mode26

filter and a triple-mode triple-band filter, will illustrate the27

capabilities and efficiency of the proposed approach.28

Index Terms— Computer-aided engineering, design29

automation, finite-element methods, Galerkin method, microwave30

circuits, reduced basis methods, reduced order systems, spurious31

modes.32

I. INTRODUCTION33

SPURIOUS modes have been a long-standing issue in34

computational electromagnetics (CEM) that nowadays is35

considered to be solved [1]. Appropriate approximation spaces36

have paved the way to remove any nonphysical solution from37
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the numerical approximation to time-harmonic Maxwell’s 38

equations [2], [3], [4], [5], [6], [7]. However, this issue is 39

still present and special care should be taken whenever addi- 40

tional processing is done on top of any robust spurious-free 41

numerical implementation in CEM. This is indeed the situ- 42

ation in model order reduction (MOR). Spurious modes are 43

mathematical solutions that are nonphysical solutions to a 44

physical problem. These may be the result of not properly 45

imposing the physical model from a mathematical point of 46

view. As a result, additional nonphysical solutions may show 47

up in the mathematical model we are addressing to account for 48

the physics we are interested in. In electromagnetics, spurious 49

modes are solutions that do not satisfy Maxwell’s equations, 50

that is, the spurious solutions violate the divergence equations 51

(Gauss’ laws), whereas only the curl equations (Ampère’s and 52

Faraday’s laws) are properly satisfied. 53

Computer-aided design (CAD) of microwave devices relies 54

on time-consuming electromagnetic simulations, which have 55

to be carried out many times until a target electrical response 56

is obtained. All this turns into a huge computational effort until 57

a given electromagnetic device can satisfy the specifications. 58

Current industrial needs cannot afford this CAD methodology 59

any longer. Different efforts in the CEM community have been 60

carried out to speed this costly process up, and most of them 61

follow the MOR philosophy [8], [9], [10], [11], [12], [13], 62

[14], [15], [16], [17], [18]. 63

A reduced order model (ROM) implies replacing a rather 64

complex physical model with a much simpler mathematical 65

one that still maintains certain physical aspects of the original 66

model within a parameter set. As such, a ROM is simply 67

a mathematical model, not a physical one. Thus, spurious 68

modes, which are nonphysical but mathematical solutions, may 69

show up, and we should be extremely cautious about this. It is 70

of paramount importance to prevent the following phenomena. 71

1) Nonphysical artifacts in the circuit transfer function, the 72

so-called spikes. 73

2) Distortion in the ROM error estimation, which leads to 74

the oversized ROMs and may considerably affect the 75

overall speed-up in CPU time. 76

3) Additional in-band eigenresonances may significantly 77

deteriorate any optimization scheme based on the zeros 78

and poles of the circuit transfer function [15]. 79

Spurious modes in MOR in electromagnetics have remained 80

completely unnoticed. Some efforts to remove spurious solu- 81

tions at low frequency were carried out in [19]. By the 82

same token, using a low-frequency approximation, namely, 83
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neglecting the displacement current, a MOR is proposed84

that takes into account a Helmholtz decomposition in [20]85

and [21]. This allows for spurious mode removal since the86

divergence equations are properly satisfied. We will go back87

to this important point later in this work. In addition, dif-88

ferent localized artifacts in the frequency response of an89

electromagnetic device were already pointed out in [18] for90

geometry parametric MOR (PMOR), that is, a ROM where91

different geometry parameters are taken into account and,92

as a result, multiple projection bases have to be appended93

in the PMOR process to account for the different geometries94

under analysis. In this work, we focus on the analysis of these95

localized artifacts and show that the spikes in the frequency96

response are present in any MOR process, including standard97

fast frequency sweep methodologies, if special care is not98

taken, and therefore, they are not associated with PMOR using99

multiple projection bases. As a result, we identify spurious100

mode solutions in MOR in electromagnetics.101

Our starting point draws upon the theoretical analy-102

sis of time-harmonic Maxwell’s equations, where some103

frequency-dependent structure is identified. An infinite-104

dimension state-space dynamical system representation of105

electromagnetics is discussed, giving rise to a full-wave cou-106

pling matrix description in electromagnetics, where the port107

to resonant mode couplings in the structure under analysis108

can be easily identified [22]. This will be used to properly109

process the possible spikes in the frequency response. A ROM110

accounts for the electromagnetics in the band of analysis and,111

beyond what has been previously done, the appearance of the112

so-called spurious solutions is addressed for the very first time113

in MOR. Our approach is such that no modification of the114

original MOR code needs to be carried out, but only additional115

postprocessing is needed to remove any spurious contribution116

from the frequency response. However, a different perspective117

to the same problem can be proposed, following [23], [24],118

[25] in a different physics. A mixed variational formulation119

that properly manages all equations included in time-harmonic120

Maxwell’s equations can be addressed, avoiding any spurious121

solution.122

This work is organized as follows. In Section II, we review123

the time-harmonic Maxwell’s equations in variational form,124

solve for the electromagnetic field to show their frequency125

behavior, and detail the infinite dimension state-space dynam-126

ical system in electromagnetics. Section III deals with a127

standard MOR procedure in electromagnetics, details a phys-128

ical representation of the ROM, and finally shows the issue129

of spurious modes. In addition, an automatic procedure to130

filter out any spurious mode contribution in the ROM is131

discussed. Actual microwave circuits illustrate the capabilities132

and accuracy of the proposed methodology in Section IV.133

Finally, we comment on the conclusions in Section V.134

II. PROBLEM STATEMENT135

The electromagnetic phenomena in a given device are136

described by Maxwell’s equations. Applying the Fourier trans-137

form to these, the fields in the transform domain jω can be138

found. They are 139

∇ × E = − jωμ0μr H in � (1a) 140

∇ × H = jωε0εr E in � (1b) 141

∇ · (ε0εr E) = 0 in � (1c) 142

∇ · (μ0μr H) = 0 in � (1d) 143

n × E = 0 on �PEC (1e) 144

n × H = 0 on �PMC (1f) 145

n × H = J on � (1g) 146

where � ⊂ R3 is a source-free sufficiently smooth bounded 147

domain, n is the unit outward normal vector on the boundary 148

∂� of �, the boundary ∂� of � is divided into perfect 149

electric conductor (PEC), perfect magnetic conductor (PMC) 150

and ports, that is, ∂� = �PEC ∪ �PMC ∪ �. E and H are 151

the electric and magnetic fields, respectively, εr and μr are, 152

respectively, the relative permittivity and permeability of the 153

medium, which is assumed to be lossless, ε0 and μ0 are, 154

respectively, the relative permittivity and permeability of a 155

vacuum, and the tangential field J is the excitation current at 156

the ports. By the same token, we use the wavenumber, namely, 157

k = ω(μ0ε0)
1/2. Throughout this work, we will indistinctly 158

refer to wavenumber as frequency. Time-harmonic Maxwell’s 159

equations can be written in a classical weak formulation over 160

an appropriate admissible function space H, viz., 161

find E ∈ H such that a(E, v) = f (v) ∀v ∈ H. (2) 162

The bilinear form being 163

a(E, v) =
�

�

�
1

μr
∇ × E · ∇ × v − k2εr E · v

�
dx (3) 164

and the linear form 165

f (v) = jkη0

�
∂�

J · v ds = jkη0

�
�

J · v ds (4) 166

where η0 is the intrinsic impedance in a vacuum. Here, 167

the admissible space H is a subspace in the Hilbert space 168

H (curl,�) defined by 169

H (curl,�) = �
u ∈ L2��, C

3� | ∇ × u ∈ L2��, C
3�� (5) 170

since H should take the boundary condition (1e) into account, 171

namely, 172

H = {u ∈ H (curl,�) | n × u = 0 on �PEC}. (6) 173

Let us refer to the trace spaces, namely, 174

H − 1
2 (Div, ∂�) = {n × u on ∂� | u ∈ H (curl,�)} 175

H − 1
2 (Curl, ∂�) = {n × u × n on ∂� | u ∈ H (curl,�)} 176

(7) 177

and point out that they are dual to each other with the 178

following duality pairing: 179

�u, v� =
�

∂�

u · v ds (8) 180

u ∈ H − 1
2 (Div, ∂�) and v ∈ H − 1

2 (Curl, ∂�). It is now appar- 181

ent that the excitation current J belongs to H − 1
2 (Div, ∂�). 182
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We refer to [26] and [27] for a thorough explanation of all183

these spaces.184

Following [28], [29], where some frequency structure is185

shown in the solution to the variational problem (2), we intro-186

duce the Helmholtz decomposition187

H = H(curl0,�) ⊕ V (9)188

where189

H(curl0,�)190

= {u ∈ H | ∇ × u = 0} (10a)191

V = �
u ∈ H | (εr u, v)L2(�) = 0 ∀v ∈ H(curl0,�)

�
192

(10b)193

where (·, ·)L2(�) is the inner product in L2(�, C3).194

H(curl0,�) denotes the nullspace of the curl operator,195

whereas V stands for its orthogonal complement within the196

solution space H in the following inner product:197

(u, v)μr ,εr
=

�
1

μr
∇ × u,∇ × v

�
L2(�)

+ (εr u, v)L2(�). (11)198

It should be noted that both H(curl0,�) and V spaces satisfy199

the PEC boundary condition on �PEC.200

The variational problem (2) can be solved by taking into201

account the following splitting E = E0 +e, E0 ∈ H(curl0,�),202

and e ∈ V . We refer to [28] and [29] for the details. As a result,203

we can make explicit the frequency dependence in the solution204

to time-harmonic Maxwell’s equations (cf. [30], [31])205

if k2 
= k2
n , E = E0 + e = η0

A0

jk
e0 + jkη0

∞	
n=1

An

k2
n − k2

en206

if k2 = k2
n , E = E0 + e207

= η0
A0

jk
e0 + jkη0

	
k2

n=k2

αnen + jkη0

	
k2

n 
=k2

An

k2
n − k2

en208

(12)209

e0 ∈ H(curl0,�) is related to the Riesz representative for the210

electric field in statics and has unit norm. A0 stands for the211

coupling coefficient of the excitation current to the static field,212

namely,213

A0 = �J, n × e0 × n�. (13)214

The set of eigenmodes {en | n ∈ N} ⊂ V stands for the reso-215

nant modes in electrodynamics, along with their corresponding216

resonance frequencies kn and forms a complete orthonormal217

system in V with respect to the inner product (11) [28].218

It should be pointed out that H(curl0,�) is orthogonal to219

V with respect to the same inner product (11). Getting to220

our point, (12) details an orthonormal representation, that is,221

a Fourier series for the electric field where the frequency222

dependence is explicit [32]. Furthermore, An are coupling223

coefficients for the excitation current J to its corresponding224

resonant mode en and are determined by225

An = k2
n�J, n × en × n�, n ∈ N. (14)226

Finally, αn are arbitrary coefficients since the electric field is227

not unique at resonance.228

A. State Space Dynamical System Representation in 229

Electromagnetics 230

Taking a closer look at the electric field representation as a 231

function of frequency detailed in (12), we point out that this 232

representation actually provides a physical description of the 233

electromagnetic phenomena within an orthogonal basis, which 234

includes the eigenmode basis [22]. Indeed, depending on the 235

electric current excitation at the ports J, different modes in 236

the analysis domain may or may not be excited, giving rise 237

to a specific frequency response behavior that stands upon the 238

corresponding resonant modes excited. No frequency behavior 239

other than the one shown (12) is allowed in electromagnetics. 240

An impedance matrix transfer function detailing the 241

input–output behavior of the device under analysis is usually 242

considered. Taking a waveguide mode representation at the 243

ports in the analysis domain for the excitation current J and 244

the resulting tangential electric field n × E × n, we get 245

J =
M	

p=1

i pjp = �
j1 · · · jM

�
⎛
⎜⎝

i1
...

iM

⎞
⎟⎠ (15a) 246

n × E × n =
M	

p=1

v p� p, on �. (15b) 247

The waveguide mode fields jp and �q satisfy �jp, �q� = δpq , 248

where δpq denotes the Kronecker delta. M is the number of 249

waveguide modes at the ports taken into account. i p and v p are 250

the input current and output voltage coefficients at the ports, 251

respectively. The output voltage coefficients are determined by 252

⎛
⎜⎝

v1
...

vM

⎞
⎟⎠ =

⎛
⎜⎝

�j1, n × E × n�
...

�jM , n × E × n�

⎞
⎟⎠. (16) 253

Substituting (15a) into the electric field representation (12) 254

yields 255

if k2 
= k2
n , E = jkη0

∞	
n=0

�
An1 · · · AnM

�
k2

n − k2
en

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠ 256

if k2 = k2
n , E = jkη0

	
k2

n =k2

αnen 257

+ jkη0

	
k2

n 
=k2

�
An1 · · · AnM

�
k2

n − k2
en

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠ (17) 258

where k0 := 0 is the component associated with statics. Once 259

again, αn are arbitrary coefficients since the electric field is 260

not unique at resonance. The coupling coefficients Anp are 261

determined by 262

A0p = �jp, n × e0 × n� 263

Anp = k2
n�jp, n × en × n�, n ∈ N (18) 264

which are associated with couplings in statics and eigenres- 265

onances, respectively. Finally, putting (16) and (17) together, 266
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we obtain the impedance matrix transfer function, namely267

⎛
⎜⎝

v1
...

vM

⎞
⎟⎠ = jkη0

∞	
n=0

⎛
⎜⎝

an1
...

anM

⎞
⎟⎠�

An1 · · · AnM
�

k2
n − k2

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠268

v = Z(k)i. (19)269

Coefficients anp are determined by270

anp = �jp, n × en × n�, n ∈ N ∪ 0. (20)271

The coupling coefficients anp and Anp can be conveniently272

arranged to get a simpler impedance matrix representa-273

tion (19). Thus,274

⎛
⎜⎝

v1
...

vM

⎞
⎟⎠ = jkη0

∞	
n=0

⎛
⎜⎝

cn1
...

cnM

⎞
⎟⎠�

cn1 · · · cnM
�

k2
n − k2

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠275

v = Z(k)i (21)276

where the coupling coefficients cnp read277

c0p = �jp, n × e0 × n�278

cnp = kn�jp, n × en × n�, n ∈ N. (22)279

It is worth noting that the matrix residue for each pole280

kn in the impedance matrix transfer function (21) is a281

rank-1 matrix [22]. This property allows us to rearrange the282

impedance matrix transfer function in a more suitable way.283

As a matter of fact, (21) admits a more insightful state-space284

dynamical system matrix representation, namely285 �
D C

CT A(k)

��
i
E

�
=

� v
− jkη0

0

�
(23a)286

v = jkη0
�−D + CA−1(k)CT

�
i = Z(k)i287

(23b)288

where D is an identically zero matrix, A(k) is a diagonal289

matrix with entries k2
n − k2, namely A(k) = K − k2Id,290

K = diag{k2
0, k2

1, . . .} ,and Id is the identity matrix, the state-291

space E stands for the electric field in the resonant mode292

basis {en, n ∈ N ∪ 0}, and C matrix entries Cpn are already293

detailed in (22), thus, Cpn = cnp, which stand for the coupling294

coefficients to each state, that is, to each resonant mode in the295

analysis domain. As a result, the matrix296 �
0 C

CT K

�
(24)297

gives rise to a full-wave coupling matrix description of elec-298

tromagnetics in transversal topology [22], where no approxi-299

mation is taken into account as it is done in classical coupling300

matrix circuit theory [33]. No miracle though, the price to pay301

is that the dynamics in electromagnetics stand upon infinitely302

many so-called states, that is, resonant modes. MOR will be of303

help in this regard. We will go back to this point in Section III304

to remove this limitation.305

Fig. 1. Transversal topology coupling diagram describing electromagnetics
in a two-port device.

Fig. 1 details the coupling diagram for the full-wave cou- 306

pling matrix description of electromagnetics in (24) for a 307

device with two ports, namely S and L (source and load). 308

The infinitely many states are represented by gray nodes. 309

Nodes are connected to account for electromagnetic coupling. 310

No coupling between states arises since the resonant modes 311

are orthogonal to each other. Recall K matrix in (24) is a 312

diagonal matrix with entries k2
n , the resonance frequencies. 313

Only coupling from the ports to the states is allowed, which 314

is detailed in matrix C. As a result, we have a so-called 315

transversal topology coupling matrix with infinitely many 316

states, that is, resonant nodes, which completely describes 317

the physics throughout the whole electromagnetic spectrum, 318

∀k ∈ R. All this is detailed in (23) and (24), which is 319

nothing but a state space dynamical system representation of 320

Maxwell’s equations. However, a practical representation is 321

needed since we cannot afford to deal with an infinitely many 322

state description of electromagnetics. 323

III. MODEL ORDER REDUCTION 324

A ROM replaces a rather complex physical model with a 325

much simpler mathematical one that still maintains certain 326

physical aspects of the original model within a parameter set. 327

The computational complexity of the ROM should be insignif- 328

icant in contrast to the high computational cost of the original 329

full order model (FOM). MOR has demonstrated its robustness 330

in reducing the complexity of parametric systems [34], [35]. 331

Microwave circuits are designed to perform a target electri- 332

cal response in a frequency band of interest. Thus, microwave 333

engineers are only focused on this frequency band behav- 334

ior, rather than the whole electromagnetic spectrum. As a 335

result, a more suitable representation than the one dis- 336

cussed in Section II, namely, a ROM, is possible. However, 337
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special treatment of the original equations should be taken338

into account for electromagnetics. Unfortunately, this has339

gone completely unnoticed in the MOR community. In this340

work, we focus on this subtle topic and point out the pit-341

falls upon which MOR has been traditionally standing in342

electromagnetics.343

Variational formulation to Maxwell’s equations (2) turns344

into a frequency-parameter variational problem, viz.,345

find E(k) ∈ H such that346

a(E(k), v; k) = f (v; k) ∀v ∈ H, ∀k ∈ B (25)347

where B = [kmin, kmax] is the frequency band of interest, and348

the frequency-parameter bilinear and linear forms a(·, ·; k) and349

f (·; k) are already defined in (3) and (4), respectively. This350

time, the frequency dependence on k is highlighted.351

The electric field in the frequency band of interest does not352

arbitrarily vary in the infinite dimension space H. Instead,353

it evolves on a simple manifold induced by the frequency354

parameter Mk = {E(k) ∈ H, k ∈ B}, which can be properly355

approximated by a small dimension projection space HN . This356

is where MOR [34], [35] can be of help to quickly find the357

solution to the frequency-parameter variational problem (25)358

within a specific tolerance error in a systematic way. For359

instance, we use the reduced-basis method (RBM) [36], [37] as360

the MOR procedure. Furthermore, special emphasis has been361

placed on certifying the accuracy of the ROM in the frequency362

band of interest B obtained by the reduced-basis approxima-363

tion [38], [39], [40], [41], [42]. By the same token, any other364

MOR scenario can be taken into account in a similar fashion.365

As a result, the frequency-parameter variational problem (25)366

turns into a much simpler variational problem, viz.,367

find Ẽ(k) ∈ HN such that368

a
�
Ẽ(k), v; k

� = f (v; k) ∀v ∈ HN , ∀k ∈ B (26)369

where the small dimension projection space HN plays the role370

of the infinite dimension solution space H, HN ⊂ H. The371

question that remains to be answered is the following: Does the372

reduced variational problem (26) still provide electromagnetic373

field solutions to the original variational problem (25)? The374

answer is yes and it is straightforward, since all solutions375

to (25) also satisfy (26), provided the projection space HN376

appropriately approximates the solution manifold Mk . How-377

ever, we will soon point out that there may be additional378

solutions to (26) that do not satisfy the original variational379

problem (25) and, as a result, they are not electromagnetic380

fields. These will be referred to as spurious modes. We will381

get back to this important point in detail in Section III-A. For382

the time being, we still follow traditional reasoning.383

For the sake of understanding, we use as a projection basis384

HN , that is, reduced-basis space to solve problem (26), the385

in-band eigenmodes enriched by whatever snapshots of the386

electric field in the frequency band of interest, E(ℵn),ℵn ∈387

B, are needed to make the reduced-basis approximation388

converge to the right solution [29]. However, simpler snapshot-389

based reduced-basis spaces including moments can be con-390

sidered [11], [12], [16], [43], [44], [45], [46] and more391

complicated proper orthogonal decomposition spaces can be392

addressed as well [9], [10], [47]. As a result, a reliable 393

representation of the electric field in the band of analysis is 394

obtained, namely, ∀k ∈ B 395

if k2 
= k2
n , E = jkη0

	
k2

n∈B2

An

k2
n − k2

en +
N	

n=1

βn(k)E(ℵn) 396

if k2 = k2
n ∈ B2, E = jkη0

	
k2

n =k2

αnen +
N	

n=1

βn(k)E(ℵn) 397

(27) 398

where B2 stands for [k2
min, k2

max]. Coefficients An and βn(k) 399

are conveniently determined by the reduced-basis approxi- 400

mation of problem (25) and can be computed with ease 401

using the reduced-basis space HN = span{en, k2
n ∈ B2} + 402

span{E(ℵn),ℵn ∈ B}, as has been detailed earlier. 403

In an analogous way as in Section II, the field solu- 404

tion (27) yields the following impedance matrix transfer 405

function describing electromagnetics, but this time, only in the 406

band of interest B. This is the main reason for its simplicity 407

in contrast to (21). Thus, 408

⎛
⎜⎝

v1
...

vM

⎞
⎟⎠ = jkη0

	
k2

n ∈B2

⎛
⎜⎝

cn1
...

cnM

⎞
⎟⎠�

cn1 · · · cnM
�

k2
n − k2

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠ 409

+Zout-of-band(k)

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠ 410

v = Z(k)i = (Zin-band(k) + Zout-of-band(k))i. (28) 411

See (21) and (22). It should be pointed out that only in-band 412

modes are considered in Zin-band, whereas all the out-of-band 413

contribution in B is put together under Zout-of-band. However, 414

both terms are finite, no infinitely many terms are taken 415

into account any longer. By the same token, the poles kn 416

in Zin-band, that is, the resonances for the resonant modes 417

found in the frequency band of analysis, have rank-1 matrix 418

residues (cf. (28)). Once again, this property allows us to 419

find a more insightful state-space dynamical system matrix 420

representation for Zin-band. As regards the poles in Zout-of-band, 421

which are not even physical resonances, but pure mathematical 422

artifacts to account for the in-band contribution from the 423

infinitely many out-of-band modes by means of a simple 424

matrix-valued rational function, namely Zout-of-band, only the 425

physics prevents these poles from appearing in the band of 426

analysis B. We should expect these mathematical artifacts to be 427

out of this band B, but as it will become clear in Section III-A, 428

nothing is done to ensure this physical behavior. As a result, 429

there may be mathematical artifacts in the band of analysis, 430

the so-called spurious modes �n , with resonance frequency 431

χn ∈ B, whose poles once again show a rank-1 matrix residue 432

property. Taking into account the spurious mode contribution, 433

Zout-of-band is split into Z spurious and Zout-of-band. Normally, 434

Zspurious should be zero but, as has been previously discussed, 435

this unwanted spurious term may show up if special care is 436
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6 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES

not taken into account in the MOR process. As a result, (28)437

turns into438

⎛
⎜⎝

v1
...

vM

⎞
⎟⎠ = jkη0

	
k2

n ∈B2

⎛
⎜⎝

cn1
...

cnM

⎞
⎟⎠�

cn1 · · · cnM
�

k2
n − k2

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠439

+ jkη0

	
χ2

n ∈B2

⎛
⎜⎝

cn1
...

cnM

⎞
⎟⎠�

cn1 · · · cnM
�

χ2
n − k2

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠440

+Zout-of-band(k)

⎛
⎜⎝

i1
...

iM

⎞
⎟⎠441

v = Z(k)i442

= �
Zin-band(k) + Z spurious(k) + Zout-of-band(k)

�
i.443

(29)444

Recall that the spurious modes arise in the band of analysis445

B. As result, a more insightful dynamical system matrix446

representation for the in-band behavior Zin-band+Zspurious reads447

448 �
D C

CT A(k)

��
i
Ẽ

�
=

� v
− jkη0

0

�
(30a)449

v = jkη0
�−D + CA−1(k)CT

�
i450

= �
Zin-band(k) + Z spurious(k)

�
i (30b)451

where D is an identically zero matrix, A(k) is a diagonal452

matrix with entries k2
n − k2 and χ2

n − k2, namely, A(k) =453

K − k2Id, K = diag{k2
n ∈ B2} ∪ {χ2

n ∈ B2}, the state-space454

Ẽ stands for the electric field in the in-band resonant mode455

and the spurious mode basis {en, k2
n ∈ B2} ∪ {�n, χ

2
n ∈ B2},456

and C matrix entries Cpn, detailed in (22) (Cpn = cnp), stand457

for the coupling coefficients to each in-band state, including458

the spurious modes. This time, all matrices in the dynamical459

system are finite. See (23) and (24). As a result, the finite460

matrix461 �
0 C

CT K

�
(31)462

gives rise to a full-wave coupling matrix in transversal topol-463

ogy describing electromagnetics in the band of interest B.464

Putting everything together, that is, Zin-band, Zspurious, and465

Zout-of-band, we have the big picture shown in Fig. 2(a)466

for a two-port device. In contrast to what is detailed in467

Fig. 1 for the same device, a more compact representation468

is obtained in Fig. 2(a). However, spurious modes shown469

as red nodes in the diagram may appear in the ROM. The470

coupling to these spurious modes is weak since they should471

not have any influence on the electromagnetic behavior of the472

microwave device. However, their appearance does interfere473

with the circuit response, creating some unwanted spikes474

around the spurious mode resonance frequencies. As a result,475

their influence should be completely filtered out from the476

Fig. 2. Transversal topology coupling diagram describing electromagnetics
in a two-port device. (a) Spurious mode influence. (b) No spurious mode
influence.

circuit response. In this full-wave transversal coupling matrix 477

setting, this can be carried out with ease in a process that 478

we call regularization. It is enough to nullify the coupling 479

coefficients Cpn from the ports to the spurious resonances in 480

order to avoid this unwanted spurious mode influence in the 481

microwave circuit response. This is shown in Fig. 2(b). 482

For the sake of understanding, we detail next the coupling 483

matrix (31) for the two-port device shown in Fig. 2(a) 484⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 CS1 CS1 CS2 CS2

0 0 CL1 CL1 CL2 CL2

CS1 CL1 χ2
1 0 0 0

CS1 CL1 0 k2
1 0 0

CS2 CL2 0 0 k2
2 0

CS2 CL2 0 0 0 χ2
2

⎞
⎟⎟⎟⎟⎟⎟⎠

(32) 485

as well as the coupling matrix where any influence from 486

the spurious modes is filtered out from the electromagnetic 487

response, as shown in Fig. 2(b), thus 488⎛
⎜⎜⎜⎜⎜⎜⎝

0 0 0 CS1 CS2 0
0 0 0 CL1 CL2 0
0 0 χ2

1 0 0 0
CS1 CL1 0 k2

1 0 0
CS2 CL2 0 0 k2

2 0
0 0 0 0 0 χ2

2

⎞
⎟⎟⎟⎟⎟⎟⎠

. (33) 489

Remark 1: It should be pointed out that no coupling 490

between the in-band states arises, only coupling from the ports 491

to each in-band mode is allowed, which is also detailed in 492

Fig. 2 by means of connected nodes. 493

Remark 2: The out-of-band contribution Zout-of-band is not 494

neglected at any point in the analysis. The coupling matrix 495

response is not enough to account for electromagnetics in the 496
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DE LA RUBIA et al.: SPURIOUS MODES IN MOR IN VARIATIONAL PROBLEMS 7

band of analysis B. In other words, the out-of-band eigenmode497

contribution cannot be neglected from the electromagnetic498

response. These higher-order modes are indeed contributing499

to electromagnetics and must be taken into account. As a500

result, the coupling matrix results themselves do not stand501

alone to account for the electromagnetic behavior of the device502

under analysis, but higher-order mode contributions must be503

considered within the out-of-band contribution Zout-of-band.504

A. Spurious Modes505

The appearance of the so-called spurious modes in MOR506

in electromagnetics still needs to be justified. These spurious507

mode solutions have remained unnoticed most probably due508

to the fact that whenever artificial spikes in the frequency509

response of an electromagnetic device were found by the510

ROM, the projection space was enriched to actually get rid511

of these unwanted artifacts by pushing them out of the band.512

However, spurious modes do appear in the MOR response513

and special treatment should be carried out if we do not514

wish to pay the costly price of oversampling to avoid their515

appearance in the frequency band of analysis B. We mention516

oversampling since you can always get rid of these spikes in517

the frequency response by sampling the FOM at these spike518

frequencies and artificially increasing the order of your ROM.519

These artifacts were already reported in [18] for geometry520

PMOR; however, these spurious modes are inherent to any521

MOR in electromagnetics if special care is not taken.522

The main question here is whether the reduced523

frequency-parameter variational problem (26) satisfies the524

time-harmonic Maxwell’s equations (1) in the band of interest525

B, such as it is the case for the original frequency-parameter526

variational problem in (25). The only thing that is changed527

in both variational problems is the admissible solution space.528

In the original problem (25), an infinite dimension space H529

is used, whereas a small dimension projection space HN is530

considered in the reduced problem (26) instead. It should be531

highlighted that H is an infinite dimension space and, as a532

result, the variational problem (25) is completely equivalent533

to Maxwell’s equations in (1) in the strong sense. Note that534

by taking the divergence in (1a) and (1b), we automatically535

obtain the divergence equations (1c) and (1d). This is the536

reason why, in the continuous level, only the curl equations537

[Ampère’s and Faraday’s laws (1a) and (1b)] are needed538

to impose the divergence equations (1c) and (1d), provided539

the frequency ω does not vanish. Up to now, the answer540

was clear and nobody has reported any issue with MOR541

in electromagnetics. However, taking a closer look at the542

time-harmonic Maxwell’s equations, we realize that the543

divergence-free equation (1c) is not accurately taken into544

account in (26). This is in contrast to what is done in (25),545

where the divergence-free equation is properly imposed in a546

variational sense by means of the infinite dimension H as has547

been already pointed out, that is,548

(εr u, v)L2(�) = 0 ∀v ∈ H(curl0,�) (34)549

is a variational equivalence to the divergence-free equation550

∇ · (εru) = 0. The infinite dimension space H(curl0,�)551

is replaced in (26) by a rather small dimension reduced- 552

basis space, even smaller than the dimension of the projection 553

space HN . As a matter of fact, (34) turns into 554

(εru, v)L2(�) = 0 ∀v ∈ HN (curl0,�) (35) 555

in the reduced variational problem (26), which unfortunately 556

is not enough to accurately impose the divergence-free equa- 557

tion (1c) in the time-harmonic Maxwell’s equations. In other 558

words, the curl equations (1a) and (1b) are not satisfied in the 559

strong sense, and these are only satisfied in the weak sense 560

(variational sense in an approximation space of low dimen- 561

sion). This does not allow us to take the divergence operator 562

in the strong sense, just like we have done above, to satisfy the 563

divergence equations (1c) and (1d), provided the frequency ω 564

does not vanish. This is the rationale behind the divergence 565

equations are not imposed in MOR in electromagnetics in (26). 566

As a result, spurious mode solutions with a nonvanishing 567

divergence are expected in the ROM. These are mathematical 568

solutions to (26) that do not satisfy Maxwell’s equations and 569

should be conveniently removed from the electromagnetic 570

spectrum, since they do not account for electromagnetics. 571

The way to filter out their contribution from the microwave 572

circuit response has already been discussed in Section III. The 573

question that still remains is how to efficiently identify these 574

spurious modes in the MOR setting, so that their negative 575

influence on the circuit response can be properly removed, 576

regularizing the ROM. Algorithm 1 is proposed to carry out a 577

reliable MOR process that automatically removes any spurious 578

mode contribution, where no a priori knowledge of the in-band 579

resonant modes is taken into account as it is the case in [16] 580

and [29], which may be time-consuming depending on the 581

scenario. 582

Remark 3: It should be pointed out that the rationale 583

for spurious modes in electromagnetics to appear is the 584

divergence-free equation being not properly satisfied. As a 585

result, additional mathematical solutions, which are nonphys- 586

ical, show up as spurious eigenmodes. Since these spurious 587

modes do not account for electromagnetics, a weak coupling 588

to the excitation ports in the structure under analysis should be 589

expected. This is a direct consequence of being a nonphysical 590

eigenmode. We have taken advantage of this fact to propose 591

Algorithm 1 and filter out any spurious contribution from the 592

frequency response without having to modify the MOR code. 593

Remark 4: These spurious mode solutions are well known 594

in CEM [1], [5], [6]. They appear whenever a proper 595

finite-element approximation space Hh to the infinite dimen- 596

sion solution space H is not taken into account. Nédélec 597

finite elements [2], [3] provide an elegant way to impose 598

the variational divergence-free condition in (34) by means 599

of a sufficiently large finite dimension space Hh(curl0,�), 600

which is directly contained in the finite-element space Hh . 601

However, we cannot afford large dimension projection spaces 602

in MOR; otherwise, we deviate from the main goal in a ROM, 603

which should definitely be of small dimension and quick to 604

evaluate. A spurious-free variational formulation for MOR in 605

electromagnetics is currently under investigation and we intend 606

to report these results in the near future. 607

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Politechnika Gdanska. Downloaded on October 10,2022 at 08:24:58 UTC from IEEE Xplore.  Restrictions apply. 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


8 IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES

Remark 5: In order to appropriately compute the variational608

divergence norm in Step 7 in Algorithm 1, a tree–cotree609

splitting of the finite-element approximation space is carried610

out [7], [48], giving rise to a discrete Helmholtz decomposition611

of the finite-element space. This allows us to appropriately612

identify the curl-free space in the finite-element approxima-613

tion. By the same token, a fast evaluation of the variational614

divergence norm is needed throughout the band of analysis B.615

This can be straightforwardly computed in a similar fashion616

as the residual error norm in Step 16, taking advantage of617

the affine parameter dependence in the ROM [42], [44], [49].618

Further details about the norm in a dual space can be found619

in [50]. In any case, since the solution takes place in a discrete620

setting, any norm can actually be taken into account to measure621

the relevance of the divergence of the eigenmodes. No matter622

which norm is used in this numerical computation, the evalua-623

tion of the norm of the divergence of the eigenmode, whatever624

it is finally used, is computationally cheap by following a625

similar procedure as the one used in the residual error norm626

in Step 16.627

Remark 6: The rank-1 matrix residue property for each in-628

band eigenmode, including spurious modes, is double-checked629

in Step 9. This allows us to identify when an eigenmode is630

accurately approximated in the MOR procedure [51].631

Remark 7: Even though it can be thought that spurious632

mode identification can actually be accomplished by simply633

looking at the coupling of these modes to the ports, which634

should be expected to be weak since they do not account635

for electromagnetics, this is not enough to properly identify636

the appearance of such unwanted nonphysical modes. In fact,637

in the structure under analysis, we can also have physical638

eigenmodes with a really weak coupling to the excitation ports639

and, therefore, we cannot only use this criterion to identify the640

spurious solutions. For instance, this situation can happen in a641

filter with a small first coupling iris to the cavity modes. These642

eigenmodes are physical but show a really weak coupling to643

the ports.644

Remark 8: In Step 4 in Algorithm 1, we refer to the645

eigenproblem resulting from (26) when no excitation is taken646

into account. It should be noted that the bilinear and linear647

forms in (26) are defined in (3) and (4). As a result, the648

eigenproblem coming from (26) turns into matrix form as649

follows:650 �
S − k2T

�
x = 0 (36)651

and matrices S and T are the ones to diagonalize.652

Remark 9: Any physical mode must satisfy Maxwell’s653

equations. As a result, any physical mode is divergence-free,654

even if it shows a weak coupling to the excitation ports. By the655

same token, any eigenmode, even if it is a physical or spurious656

mode, must satisfy the rank-1 matrix residue property. The657

rationale behind this is being an eigenmode. See (29) and the658

derivations that brought this equation up.659

Remark 10: It should be pointed out that there are some660

scenarios that, even when spurious modes are present, their661

negative influence will not show up on the frequency axis and662

the spurious solution can remain unnoticed. This is the case in663

open problems such as radiation problems, or lossy problems.664

Algorithm 1 Reliable MOR Procedure to Automatically Filter
Out the Spurious Mode Contributions
Input: Frequency band of interest B := [kmin, kmax], tolerance

tol as the acceptable ROM error, and divergence tolerance
toldiv as divergence-free threshold.

Output: Spurious mode contribution-free ROM.
1: Initialize HN = {0}, ξ = tol + 1. Choose a sample k∗

taken from B.
2: while ξ > tol do
3: Solve for E(k∗) in (25) and update HN : HN = HN +

span{E(k∗)}.
4: Using HN , solve for the eigenvalue problem in (26) and

diagonalize it.
5: Find the in-band eigenvalues and form the dynamical

system (30).
6: for each in-band eigenmode en do
7: Compute the variational divergence norm

div = �∇ · (εr en)�H�(curl0,�).

Here

�∇ · (εr en)�H�(curl0,�) := sup
v∈H(curl0,�)

(εr en, v)L2(�)

�v�L2(�)

.

8: Compute the matrix residue Rn associated with en .
9: if rank(Rn) == 1 and div > toldiv then

10: Mark as spurious mode.
11: Update the dynamical system (30) by removing this

spurious mode contribution, nullifying its coupling to
the ports.

12: end if
13: end for
14: Solve for Ẽ(k) in the spurious mode contribution-free

diagonal version of (26).
15: Other MOR processes are possible but, using RBM,

choose the next sample k∗ from B as

k∗ = arg max
k∈B

�r(Ẽ(k), ·; k)�H� .

Here r(Ẽ(k), ·; k) is the residual functional introduced by
Ẽ(k) in (25), namely,

r(Ẽ(k), ·; k) := f (v; k) − a(Ẽ(k), v; k),∀v ∈ H.

16: ξ = �r(Ẽ(k∗), ·; k∗)�H� .
17: end while

Spurious modes in MOR may show up in the traditional 665

framework, since the divergence-free equation is not properly 666

imposed. Nevertheless, in these lossy problems, the resonances 667

are no longer found on the frequency axis but they are away 668

from the frequency axis. 669

IV. NUMERICAL RESULTS 670

In this section, we apply the proposed methodology to 671

find a spurious mode contribution-free ROM in time-harmonic 672

Maxwell’s equations. These kinds of ROMs without spurious 673
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DE LA RUBIA et al.: SPURIOUS MODES IN MOR IN VARIATIONAL PROBLEMS 9

mode contribution are of paramount importance in getting674

physical insights from MOR in electromagnetics [22], where675

spurious modes can definitely mislead the physical behavior676

description of the device under analysis. By the same token,677

whenever PMOR is taken into account, the projection basis is678

rich enough to accurately approximate the solution state for the679

actual device parameter analysis, but also is large enough to680

account for other analyses in the parameter set of interest. This681

will definitely find spurious modes in the band of analysis,682

which must be conveniently removed from the ROM to avoid683

spikes in the frequency response of the device under analysis.684

This unwanted behavior has already been pointed out in [18]685

for geometry PMOR. Algorithm 1 can appropriately take care686

of these spurious modes in all these scenarios.687

The proposed approach is applied to actual microwave688

circuits, namely, a quad-mode dielectric resonator filter,689

a triple-band filter in elliptical cavities, and an inline dielectric690

resonator filter with finite transmission zeros. No loss is taken691

into account in these circuits under analysis. The operating692

frequency band is typical for the analysis of these filtering693

structures. We use RBM [36], [37] as MOR procedure.694

Throughout these examples, we follow Algorithm 1 to get no695

spurious contribution in the frequency response of the devices696

under analysis. We run the MOR procedure with tol = 10−8
697

as acceptable error, following the tolerance error detailed698

in [29], where a linear independence measure threshold is used699

to monitor the accuracy of the ROM. This allows the MOR700

procedure to automatically stop whenever this error tolerance701

tol is ensured, giving rise to a specific order in the ROM,702

which is adaptively and automatically chosen by Algorithm 1.703

By the same token, we set toldiv = 10−12 to ensure that704

the divergence-free condition is held, where the value is705

chosen to account for numerically zero divergence values.706

The capabilities and reliability of the proposed procedure707

will be apparent throughout these examples. The in-house708

C++ code for FEM simulations uses a second-order first709

family of Nédélec’s elements [2], [52], on meshes provided710

by Gmsh [53]. All computations were carried out on a work-711

station with a 3.00-GHz Intel Xeon E5-2687W v4 processor712

and 256-GB RAM.713

A. Quad-Mode Dielectric Resonator Filter714

A quad-mode dielectric resonator filter in a single cylin-715

drical cavity is proposed in [54]. Fig. 3 shows the geometry716

of the filter as well as the mesh used for its analysis. These717

structures are extremely attractive since multiple resonant718

modes show up in a single cylindrical cavity due to the719

dielectric resonator. A wide-band analysis is carried out to720

check for higher-frequency pass bands, B := [3.4, 4.5] GHz.721

An FEM system with 245 778 degrees of freedom is used to722

solve for the electric field in the band of interest B. Following723

Algorithm 1, a ROM is obtained by means of RBM giving rise724

to a reduced system of dimension 14 to compute the frequency725

response detailed in Fig. 4(a). It should be pointed out that all726

steps in Algorithm 1 are run until the final dimension 14 to727

ensure the convergence of the ROM is obtained. No spurious728

mode was previously identified in this process. By the same729

Fig. 3. Quad-mode dielectric resonator filter proposed in [54].

token, it is guaranteed that this ROM is indeed a surrogate of 730

the FEM model [11], [29], [38], [43], [46]. The comparison 731

between the FEM and MOR results is depicted in Fig. 4. 732

The in-band modes found in the band of analysis are also 733

detailed along the frequency axis in Fig. 4(a). It is clear that 734

finding the eigenvalues in the ROM system of dimension 14 is 735

completely straightforward in contrast to the eigenvalues of the 736

FOM system of dimension 245 778. Furthermore, we find a 737

spike in the scattering parameter response around 4.372 GHz. 738

We may think this spike is indeed due to the actual physical 739

behavior of the quad-mode filter. However, when we carry 740

out the variational divergence analysis for each of the in-band 741

modes, shown in Fig. 4(b), we realize this spike is due to a 742

spurious mode solution, that is, a nonphysical mode, since 743

it does not show a divergence-free contribution as can be 744

observed in the remaining in-band modes. As a result, this 745

spurious mode contribution should be removed from the device 746

response. This is done by means of the methodology detailed 747

in Section III and the results are presented in Fig. 4(c). This 748

time, no spike is observed in the scattering parameter response 749

since any spurious mode contribution has been filtered out in 750

Fig. 4(c) and good agreement is found with respect to the 751

previous spurious mode contribution response in Fig. 4(a). 752

B. Elliptical-Cavity Triple-Band Filter 753

A compact triple-band filter with elliptical cavities is 754

detailed in Fig. 5. This filter is proposed in [55]. The elliptical 755

cavities are designed to realize triple-mode resonators, thus 756

significantly reducing the actual size of the triple-band filter. 757

The 3.7–4.4 GHz band is taken into account for analysis. 758

An FEM discretization shown in Fig. 5 with 311 898 degrees 759

of freedom is used. Algorithm 1 is run to carry out a spurious 760

mode contribution-free reliable fast frequency sweep of the 761

triple-band filter. A ROM of dimension 13 is obtained. The 762

scattering parameters are depicted in Fig. 6(d) and the in-band 763

modes are detailed along the frequency axis. The comparison 764

between the FEM and MOR results is depicted in Fig. 6(d) as 765

well and good agreement is found. However, in order to get 766

further insights about this proposed approach, we show the 767

results, following Algorithm 1, for the ROM of dimension 768

12 in Fig. 6(a), where the in-band modes are depicted as 769
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Fig. 4. Quad-mode dielectric resonator filter response. (–) RBM. (◦) FEM.
(a) Spurious mode contribution. Note the spike around 4.372 GHz, highlighted
with a red cross on the frequency axis. (b) In-band mode divergence norm
�∇ · (εr en)�. (c) Free of spurious mode contribution. Note there is no longer
a spike around 4.372 GHz.

Fig. 5. Triple-band filter in elliptical cavities designed in [55].

well along the frequency axis. Taking a closer look at both770

Fig. 6(a) and (d), we identify a spike on the frequency response771

in Fig. 6(a). In addition, there is an in-band mode around this772

spike at 4.392 GHz. We could have straight away identified773

this spike as a spurious mode contribution due to the in-band774

Fig. 6. Triple-band filter response. (–) RBM. (◦) FEM. (a) Possible
spurious mode contribution. ROM dimension = 12. Note the spike
around 4.392 GHz, highlighted with a red cross on the frequency axis.
(b) In-band mode divergence norm �∇ · (εr en)�. (c) Residual norm in the
ROM. (d) ROM dimension = 13.

mode at 4.392 GHz, which can then be characterized as a 775

spurious mode. This reasoning would be plausible. However, 776

when we carry out the variational divergence analysis for 777

each of the in-band modes, detailed in Fig. 6(b), we realize 778

this spike is due to a divergence-free contribution, just like 779

the other in-band modes and, therefore, it is not a spurious 780

mode. This contribution should not be removed from the 781
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Fig. 7. Inline dielectric resonator filter designed in [56].

ROM, since this is indeed a physical contribution. If we do so,782

we will definitely deteriorate the approximation capabilities in783

MOR in electromagnetics. What is going on with this spike is784

the following. This in-band mode is the result of a poorly785

approximated higher-order physical mode in the structure,786

which is out of the band of analysis, but due to the poor787

approximation at this step in the MOR, this higher-order mode788

shows up in the band of analysis. This is already clear in789

the residual behavior of the ROM, shown in Fig. 6(c). In the790

case of the ROM of dimension 12, the residual norm of791

the ROM �r(Ẽ(k), ·; k)�H� is still large nearby 4.392 GHz,792

which clearly identifies a poor ROM approximation around793

this frequency. Indeed, following the greedy procedure detailed794

in Algorithm 1, the reduced-basis space will be enriched by a795

snapshot of the electric field at this frequency 4.392 GHz,796

giving rise to a ROM of dimension 13, where this poor797

approximated higher order mode is pushed away to its right798

place out of the band of analysis B. This is shown in both the799

residual norm for the ROM of dimension 13 and the scattering800

parameter results in Fig. 6(c) and (d), respectively. It should801

be noted that this possible spurious mode, which turned out to802

be a physical mode, is no longer present in Fig. 6(d) following803

Algorithm 1.804

C. Inline Dielectric Resonator Filter805

A sixth-order inline dielectric resonator filter with two trans-806

mission zeros is depicted in Fig. 7. Cross-coupling between807

nonadjacent dielectric resonators, appropriately arranging their808

orientations, is obtained by exploiting multiple evanescent809

modes in the inline structure. This filter is proposed in [56].810

The [2.15, 2.19] GHz band is taken into account for analysis.811

An FEM discretization shown in Fig. 7 with 229 706 degrees812

of freedom is used. Following Algorithm 1, a ROM is obtained813

giving rise to a reduced system of dimension 11 to compute814

the fast frequency sweep detailed in Fig. 8(a). It should be815

pointed out that all steps in Algorithm 1 are run until the816

final dimension 11 is obtained to ensure the convergence of817

the ROM. No spurious mode was previously identified in this818

process. The comparison between the FEM and MOR results819

is depicted in Fig. 8 as well and good agreement is found.820

The in-band modes found in the band of analysis are also821

detailed along the frequency axis in Fig. 8(a). We find a822

spike in the scattering parameter response around 2.176 GHz.823

We carry out the variational divergence analysis for each of824

the in-band modes, shown in Fig. 8(b), and we realize this825

spike is due to a spurious mode solution, that is, a nonphysical826

Fig. 8. Inline dielectric resonator filter with finite transmission zeros
response. (–) RBM. (◦) FEM. (a) Spurious mode contribution. Note the
spike around 2.176 GHz, highlighted with a red cross on the frequency axis.
(b) In-band mode divergence norm �∇ · (εr en)�. (c) Free of spurious mode
contribution.

mode, since it does not show a divergence-free contribution 827

as can be observed in the remaining in-band modes. As a 828

result, this spurious mode contribution should be filtered out 829

from the device response. All this is taken into account in 830

Algorithm 1. Here, we are just highlighting step by step 831

the proposed approach detailed in Algorithm 1. As a result, 832

no spike is observed in the scattering parameter response since 833

any spurious mode contribution has been removed in Fig. 8(c). 834

It should be pointed out that, following Algorithm 1, only 835

physical in-band mode contributions are allowed in the final 836

reliable ROM response shown in Fig. 8(c). 837

V. CONCLUSION 838

A robust reduced-order model for reliable fast frequency 839

sweep in microwave circuits has been detailed. We have 840

addressed the everlasting issue of poorly localized approxima- 841

tion problems in MOR in electromagnetics and spurious modes 842

have been identified for the very first time in ROMs for time- 843

harmonic Maxwell’s equations. A computational inexpensive 844
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variational divergence condition has been proposed to identify845

nonphysical spurious modes in the band of analysis since any846

in-band physical mode must be divergence-free. An algorithm847

has been detailed to completely remove any spurious mode848

contribution from the ROM, without having to enrich the849

actual reduced-basis approximation space in the MOR process.850

This filtering strategy has been based upon physical coupling851

to in-band mode arguments. It has to be pointed out that,852

in the proposed approach, when a spurious mode is identified,853

not only the ROM response itself has been regularized but854

also the corresponding error estimator behavior has been855

unleashed from any spurious mode contribution. This has856

allowed the MOR process to keep going smoothly without857

any stagnation. Actual microwave devices, including a quad-858

mode filter, a triple-band filter, and an inline filter with finite859

transmission zeros, have shown the capabilities and reliability860

of the proposed methodology.861

Spurious modes are mathematical solutions that are non-862

physical solutions to the physical problem under considera-863

tion. In electromagnetics, we may think the curl equations864

(Ampère’s and Faraday’s laws) are enough to satisfy all865

Maxwell’s equations, provided the frequency does not vanish.866

However, in MOR, this is not enough since we have shown867

that the divergence-free equation is no longer satisfied in the868

ROM, giving rise to spurious solutions. As a result, any CEM869

problem suffers from spurious solutions whenever standard870

MOR techniques are taken into account. We have shown871

some filtering structures in this work, as typical examples of872

cavity problems in electromagnetics. But this spurious mode873

issue also appears in other electromagnetic problems, such874

as diplexers, electromagnetic bandgaps, frequency selective875

surfaces, power dividers, and so on. Any cavity problem in876

electromagnetics will suffer from these spurious modes when877

standard MOR techniques are used.878

By the same token, in open problems, such as radiation879

problems, spurious modes in MOR may show up, since the880

divergence-free equation is not appropriately satisfied. How-881

ever, in these open electromagnetic problems, the resonances882

are no longer found on the frequency axis but are away from883

the frequency axis. In this scenario, even though the MOR may884

suffer from spurious modes, these will not be noted along the885

frequency axis.886
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1990, respectively. 1089

In 1986, he joined the Faculty of Electronics, Gdańsk University of 1090
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