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Abstract. Argument structures are commonly used to develop and present 
cases for safety, security and other properties of systems. Such structures tend 
to grow excessively, which causes problems with their review and assessment. 
Two issues are of particular interest: (1) systematic and explicit assessment of 
the compelling power of an argument, and (2) communication of the result of 
such an assessment to relevant recipients. The paper presents a solution to these 
problems. The method of Visual Assessment of Arguments (VAA), being this 
solution, is based on the Dempster-Shafer theory of evidence applied to 
assessment of the strength of arguments, and a visual mechanism of issuing and 
presenting assessments, supported by the so called opinion triangle. In the paper 
we explain theoretical grounding for the method and provide guidance on its 
application. The results of some validation experiments are also presented.  

Keywords: Argument structures, Argument assessment, Dempster-Shafer 
model, VAA, Trust Case. 

1   Introduction 

Arguments are commonly used in ‘cases’ (safety cases [18, 22, 23], assurance cases 
[3], trust cases [13, 14], conformity cases [7, 8], etc.) to justify various qualities of 
objects (like safety, security, privacy, conformity with standards and so on). Recently, 
there is a growing interest in these subjects, which leads to the development of 
relevant methodologies and finding new application areas for argument structures [9, 
10]. 

The idea behind the development of argument structures is to make expert 
judgment explicit in order to redirect the dependence on judgment to issues on which 
we can trust this judgment [29]. Presenting explicitly an argument together with the 
evidence that supports it makes it is possible to analyse the argument by third parties 
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and take a position on it. However, argument structures tend to grow excessively, 
becoming too complex to be analyzed by non-experts. Therefore, appropriate methods 
of assessment of argument structures are required. Two objectives are of particular 
interest: (1) assessment of the compelling power of an argument, and (2) 
communication of the result of such an assessment to relevant recipients. 

To address these issues the paper introduces a new method of appraising 
arguments, which is called the Visual Assessment of Arguments (VAA). VAA is 
general enough to be applied in any situation, in which arguments are presented 
explicitly together with supporting evidence. It provides for issuing assessments of 
evidence referred to in the argument and of the inference rules applied in it. The 
method proposes linguistic appraisal scales, which are mapped onto the Josang’s 
opinion triangle [20, 21] so that assessments can be issued also visually. The 
assessments (of the evidence and of the inference rules) are represented in terms of 
Dempster-Shafer belief functions [27, 28] and aggregated leading to the assessment of 
the whole argument.  

In this paper VAA is presented in relation to the Trust-IT methodology [12, 13, 
14], and all the examples of its application refer to trust cases. Some of the figures 
included in the paper were created using the TCT (Trust Case Toolbox) software tool 
[19], which fully implements VAA. The paper also includes examples of the 
application of the method, which have been borrowed from a trust case developed for 
a real system [26]. 

VAA and its implementation in TCT have already been subjected to excessive 
validation. We report on the results of experiments carried out to validate and 
calibrate the argument appraisal method. Furthermore, the method has already been 
applied with respect to several real-world cases (focusing on safety, security and 
privacy) in two EU funded research projects [1, 26]. 

2  Related Work 

The problem of correctness of and confidence in argument structures have been 
already addressed by some authors (e.g. [4, 31]). However, the methods which 
effectively support argument structures review and assessment are continually sought 
after. 

The present research in this area takes three different routs, which have slightly 
different objectives and scopes. 

Structural correctness (rules, checklists). This group of methods is based on 
checklists and rules which support auditors in argument structures review. These tools 
may help in discovering flaws in logic of a proof (e.g. as in P. Mayo’s systematic 
approach to safety case review [25]). They can also capture expert knowledge 
identifying common patterns of argumentation and describing the most common 
fallacies in their implementation (e.g. following W. Greenwell, J. Knight, C. 
Holloway and J. Pease’s taxonomy of fallacies in safety system arguments [17]). Such 
methods are effective in identifying certain types of problems. They concentrate on 
the inference applied in arguments but, in particular, do not address strength and 
validity of evidence. 
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Quality Models. This group of methods similarly to the previous one aims at 
identifying potential problems in argument structures. One of such methods is being 
developed by A. Zechner and M. Huhn [33]. Here, information from argument 
structures is used to build quality models, which support the identification of 
inconsistencies and tacit trade-offs between the activities referred to from the 
argument in relation to its claims. This way faulty or missing links between claims 
and premises can be found and the argument can be improved. These methods, 
however, similarly to the previous ones do not address strength and validity of 
evidence. 

Quantitative approaches. This group of methods tries to apply mathematical 
formalism to capture the uncertainty, resulting from the lack of evidence or the 
argument fallacies, related to stated claims. Two main ways of approaching the 
problem can be identified: 

• Bayesian Belief Networks. BBNs are applied to deduce the confidence 
in a goal from credibility of its backing arguments. Examples of such 
approach are W. Wu and T. Kelly [32] and B. Littlewood and D. Wright 
[24]. They require much expertise in BBNs from the users and a lot of 
input prior to generating any conclusions. 

• Approaches based on the Dempster-Shafer theory of evidence [27, 
28]. These approaches capture information (assessments) about validity 
and strength of evidence using simple scales and then aggregate this 
information to obtain conclusions about the whole argument. The VAA 
method presented in this paper belongs to this group. 

The first two groups are purely qualitative and can be considered, to a great extent, 
complementary to the quantitative approaches (based on BBN and the Dempster-
Shafer theory). 

We believe that methods based on the Dempster-Shafer theory are much more 
promising than the BBN based approaches because their application is much easier. 

As for the Dempster-Shafer based approaches only two methods exist: VAA and 
[16]. VAA significantly extends and improves the argument appraisal method 
proposed in [16]. The extensions and improvements are as follows: 

• Coverage of the whole range of inference rules (in [16] only two situations 
were supported: (1) aggregation of assessments from facts to a conclusion, 
and (2) aggregation of assessments from sub-claims to a conclusion, which 
resulted in problems with adapting the method to different types of inference 
used in arguments) 

• Uniform mechanism of aggregation of assessments, the same for all kinds of 
argument structure nodes (in [16] different representations of the same 
arguments lead to different assessments after aggregation) 

• Coverage of the whole range of node types 
• More clear assessment criteria, focusing on the information contained in the 

node, uniform for different locations of nodes in the argument structure 
• Application of linguistic assessment scales, which are expressed in terms 

understandable by the user (in [16] numeric scales are used, the 
interpretation of which is not defined) 

• Experimental calibration and validation of the aggregation mechanism 
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2  Representing Arguments 

The proposed approaches to argument representation in ‘cases’ [2, 13, 22] are 
influenced by Toulmin’s argument model [30]. In our approach (the Trust-IT 
methodology [12, 13, 14]) we adopt this model in a fairly straightforward way as 
shown in Fig. 1. 

 

Claim
Prem

ises

Warrant

Assumption Claim Fact

Reference

Argument
Strategy

Counter-Argument
Strategy

 
Fig.  1 Trust-IT argument model. 

The presented structure includes a conclusion to be justified, represented as a claim 
(denoted ). The claim is supported by an argument strategy (denoted ), which 
contains a basic idea how to support the conclusion. In the case of counter-argument 
strategies (denoted ) it includes the idea of rebuttal of the claim. The argument 
strategy is related to a warrant (denoted ), which justifies the inference from 
premises to the conclusion. This justification may require additional, more specific 
arguments, which is shown by the arrow leading from the argument to the warrant 
node. 

A premise can be of three different types: it can be an assumption (denoted ), in 
which case the premise is accepted without further justification; it can be a more 
specific claim which is justified further; or it can represent a fact (denoted ) which 
is obviously true or, otherwise, is supported by some evidence. Evidence is provided 
in external (to the trust case) documents, which are pointed at by nodes of type 
reference (denoted ). In the case of an assumption, the referenced document can 
contain explanation of the context in which the assumption is made. 

As claims and warrants can be demonstrated using other (sub-)claims the argument 
structure can grow recursively.  

The icons for different nodes, which are shown in Fig.1 and implemented in the 
supporting tool (TCT [19]), will be used in the subsequent examples presented in this 
paper. 
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An example argument following the model introduced in Fig. 1 is presented in Fig. 
2. The example refers to the PIPS system, which delivers to its users health and 
lifestyle related personalized services [26]. 

Top claim C0, postulates validity of information supplied to PIPS. It is 
demonstrated by considering different channels through which information related to 
a patient’s state is supplied to the system (argument strategy A0 and warrant W0). 
This leads to four premises which are used by the argument. Three of them: C1, C2 
and C3 are claims and are supported by more detailed arguments, and the fourth one 
A1 is an assumption and is not analyzed further. 

 

 
Fig.  2 Example argument related to trustworthiness of the PIPS system. 

Claim C1 is supported by two arguments: A1a and A1b. 
In warrant W1a, it is argued that the information from the PIPS-enabled devices is 

reliable if the devices themselves are reliable (claim C4) and the channels of data 
transmission are reliable (claim C5). 

In warrant W1b, it is argued that the information from the PIPS-enabled devices is 
reliable if the PIPS-enabled devices are conformant with the European Medical 
Devices Directive (fact F1) and the validity of information from the devices is 
implied by the conformity with the directive (claim C6). 

The question related to the argument presented in Fig. 2 is: ‘How well does it 
support the topmost claim?’ VAA proposed in the following sections helps answer 
this question by calculating the support given to a claim based on the expert 
assessments of the basic elements of the argument: assumptions, facts and warrants. 

3  Properties of Arguments 

Before presenting the VAA method in detail, we first introduce the assumptions 
which have influence on the selection of aggregation rules applied in our method: 

Assumption 1. From the appraisal mechanism viewpoint, conclusions and 
premises of arguments are considered to be sentences. They are assessed 
using the same criteria which reflect the acceptability of a given sentence 
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by the assessor and the confidence the assessor has in this judgement. 
Therefore, the appraisal mechanism treats claims, facts and assumptions 
the same way.  

Assumption 2. As arguments have a tree-like structure, the assessment 
starts from the most detailed premises (facts and assumptions being the 
leaves of the tree) and then recursively traverse the tree inferring the 
assessments of the conclusions (claims). 

Assumption 3. A claim can be supported by diverse argument strategies, 
including counter-arguments. Therefore, the appraisal mechanism 
provides means for aggregation of the assessments resulting from 
different arguments (dealing with possible contradictions). 

Assumption 4. The support given to a conclusion differs depending on the 
inference rule proposed in the related warrant. Therefore, the appraisal 
mechanism aggregates assessments in a warrant-dependent way. 

Assumption 4 requires more detailed explanation. We distinguish two main types 
of inference rules occurring in argument structures: 

Type 1: rules for which the falsification of a single premise leads to the rebuttal of 
the conclusion or to the rejection of the whole inference because nothing can be 
inferred about the conclusion. Examples are warrants W1a and W1b in Fig. 2. 

Type 2: rules for which the falsification of one of the premises decreases, but not 
nullifies, the support for the conclusion. If the remaining premises are accepted, the 
conclusion can still be attained (possibly with less confidence). Example is warrant 
W0 in Fig. 2. 

It may be observed that many arguments which do not comply with either Type 1 
or Type 2 can be represented as a combination of Type 1 and Type 2 arguments. 

Arguments of Type 1 can be further divided into 2 sub-categories: 
Type 1.1: Acceptance of the premises leads to the acceptance of the conclusion. 

Falsification of a single premise leads to the rejection of the conclusion (i.e. in the 
situation where one of the premises is false the conclusion is false). This type of an 
argument is called NSC-argument (Necessary and Sufficient Condition list argument). 
(For instance, warrant W1a Fig. 2.) 

Type 1.2: Acceptance of the premises leads to the acceptance of the conclusion. 
Falsification of a single premise leads to the rejection of the inference (i.e. in the 
situation where one of the premises is false nothing can be inferred about the 
conclusion). This type of an argument is called SC-argument (Sufficient Condition list 
argument). (For instance, warrant W1b in Fig. 2.) 

It can be observed that an argument of Type 1 which does not comply with either 
NSC- or SC-type can often be represented as a combination of NSC- and 
SC-arguments. 

Arguments of Type 2 can be considered further. To this end, let us consider the 
example presented in Fig. 3. 

In the example, each of the claims: C1, C2 and C3 states that a person is healthy.  
Claim C1 is argued based on good results of different medical examinations. The 

argument strategy is stated in A1 and explained in detail in warrant W1. The argument 
is based on three premises: facts F1.1, F1.2 and F1.3, each of which refers to the 
results of examinations performed by a different specialist (these references are not 
shown in Fig. 3). 
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Claim C2 is argued in two alternative ways, which is represented by two argument 
strategies: A2.1 and A2.2. The former is based on evidence related to general state of 
health assessed without performing any sophisticated examinations. The latter refers 
to aggregated results of different examinations performed by different specialists, 
which altogether provide detailed presentation of the patient’s health state. 

Claim C3 (similarly to C1) demonstrates health by reference to the results of 
different examinations (argument strategy A3 and warrant W3). However, in this case 
it refers to different facts: the results of general examination (fact F3.1) and 
laboratory tests (fact F3.2). 

 

Fig.  3 Examples of arguments of Type 2 

Differences between the arguments supporting claims C1, C2 and C3 in Fig. 3 are 
illustrated in Fig. 4. 
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Fig.  4 Sub-categories of the argument of Type 2 

As shown in Fig. 4, arguments of Type 2 can be divided into 3 sub-categories: 
Type 2.1: Each of the premises ‘covers’ part of the conclusion, as represented in 

Fig. 4(a). This models argument A1 for claim C1 in Fig. 3. The named areas represent 
parts of the conclusion supported by different facts the argument refers to. The 
unnamed area represents other aspects which were not covered by the premises. This 
type of an argument is called C-argument (Complementary argument). 

Type 2.2: The premises are used in several independent arguments and support the 
whole conclusion, as represented in Fig. 4(b). This models arguments A2.1 and A2.2 
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for claim C2 in Fig. 3. This type of an argument is called A-argument (Alternative 
argument). 

Type 2.3: Each of the premises supports part of the conclusion (not necessarily 
disjoint), as represented in Fig. 4 (c). This models argument A3 of Fig. 3. Laboratory 
tests assess some aspects of a patient’s health and overlap with the results obtained 
from the general examination. In theory, this case could be treated as a combination 
of C- and A-arguments. In practice, however, it is not always obvious how to 
distinguish the overlapping part. Therefore, a pragmatic solution has been adopted 
that if the overlapping is considered insignificant, an argument of Type 2.3 is treated 
as a C-argument and, if the overlapping is considered significant, the argument is 
treated as an A-argument. 

4  Argument Appraisal Procedure 

Now we are ready to explain the argument appraisal procedure of VAA. It 
comprises the following steps.  

Step 1 – appraisal of warrants and premises. This step is split into two sub-steps: 
1.1 Assess basic warrants (the warrants which are not justified by explicit 

arguments) occurring in the argument. This assessment is based on the assessment of 
the evidence linked to the warrant (if any) but also refers to the common knowledge 
and logic bases for the inference. 

1.2 Assess the facts and assumptions occurring in the argument. This appraisal is 
mostly based on the assessment of the evidence linked to the premises by the 
reference nodes. 

Referring to the example shown in Fig. 2, the appraisal of the ‘W0: Analysis of 
different channels’ warrant would take into account if the validity of information 
received from the devices, questionnaires (with the additional assumption that patients 
are not cheating intentionally) and by reading product codes is sufficient to conclude 
the validity of the information supplied to the system.  

The appraisal of the premises would assess the acceptability of the assumption that 
patients are not cheating intentionally (note that this is context dependent and the 
result would depend on the knowledge about the system and its environment). The 
appraisal of the ‘F1: Conformity of the PIPS-enabled devices with European Medical 
Devices Directive’ fact would take into account the evidence linked to this fact by the 
corresponding reference node. 

Implementation of Step 1 requires that an appropriate assessment scale to express 
the appraisals of warrants, facts and assumptions is available. 

Step 2 – aggregation of the partial appraisals. This is performed in the following 
two sub-steps: 

2.1 For each claim, whose all premises and the related warrant possess an 
appraisal; aggregate the appraisals of premises and the warrant to obtain the appraisal 
of the claim. 

2.2 Repeat step 2.1 until the top claim is reached. 
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Referring to the example from Fig. 2, this step would result in the appraisal of the 
top claim taking as an input the appraisals of warrants, facts and assumptions 
occurring in the argumentation and recursively applying the aggregation rules.  

Implementation of Step 2 requires that appropriate aggregation rules are defined, 
covering all relevant types of warrants occurring in arguments. 

5  Assessment Scale 

To support experts during the appraisal process two linguistic scales have been 
introduced, the Decision scale and Confidence scale. The former provides for 
expressing the attitude towards acceptance or rejection of the assessed element. It 
comprises four decision values: ‘acceptable’, ‘tolerable’, ‘opposable’ and 
‘rejectable’. The latter provides for expressing the confidence in this decision. It 
distinguishes six levels of confidence: ‘for sure’, ‘with very high confidence’, ‘with 
high confidence’, ‘with low confidence’, ‘with very low confidence’ and ‘lack of 
confidence’. 

The scales can be combined together which results in twenty-four values of the 
Assessment scale, as shown in Fig. 5. The elements of the scale, which are 
represented as small circles, have intuitively understandable linguistic values. For 
instance, the element represented in Fig. 5 as a hollow circle reads: ‘with very low 
confidence tolerable’. 
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Fig.  5 Combined Confidence and Decision scales 

The semantics of the scales can be formalized using Dempster-Shafer’s belief and 
plausibility functions [27, 28]. 

If s is a statement, then  D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


]1,0[)( ∈sBel  is the belief function representing the amount of belief that directly 
supports s, 

]1,0[)( ∈sPl  is the plausibility function representing the upper bound on the 
belief in s that can be gained by adding new evidence. 

Referring to the above functions we formally define confidence in the following 
way: 

)(1)()( sPlsBelsConf −+=  

]1,0[)( ∈sConf  
(1)  

The linguistic values from the Confidence scale are mapped into the [0,1] interval 
in such a way that ‘lack of confidence’ = 0, ‘for sure’ = 1 and the other linguistic 
values are distributed evenly in the interval. The opposite transformation can be 
performed by choosing the closest linguistic value which corresponds to a particular 
numerical value. 

The Decision scale distinguishes four levels to express the ratio between belief 
(acceptance of a statement) and the overall confidence in the statement (without 
distinguishing if we want it to be accepted or rejected).  

Using Dempster-Shafer’s functions the decision concerning s can be formally 
represented as: 







=−+

≠−+
−+=

0)(1)(1

0)(1)(
)(1)(

)(
)(

sPlsBel

sPlsBel
sPlsBel

sBel
sDec  

]1,0[)( ∈sDec  

(2)  

The linguistic values from the Decision scale are mapped into the [0,1] interval in 
such a way that ‘rejectable’ = 0, ‘acceptable’ = 1 and the other linguistic values are 
distributed evenly in the interval. The opposite transformation can be performed by 
choosing the closest linguistic value which corresponds to a particular numerical 
value. 

The transformation from the confidence and decision functions to the 
Dempster-Shafer belief and plausibility functions is defined by the following 
equations: 

))(1()(1)(
)()()(

sDecsConfsPl
sDecsConfsBel
−⋅−=

⋅=
 (3)  

The two scales together provide for expressing both, the attitude towards 
acceptance or rejection of a statement and the confidence in this decision. 

The difference between stating that something is acceptable or rejectable is 
significant if enough (or at least some) evidence supporting this decision is available. 
For instance, ‘for sure acceptable’ or ‘with very high confidence rejectable’ needs to 
be based on the evaluation of the available evidence.  

In the case of ‘lack of confidence’ the situation is different, however. Lack of 
confidence refers to the situation, where there is no evidence available (or the 
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evidence is irrelevant) and therefore it does not matter which value is chosen from the 
Decision scale. In other words, there is no reason to distinguish between ‘with lack of 
confidence acceptable’ and ‘with lack of confidence rejectable’ as both assessments 
express complete uncertainty about the corresponding decision. Therefore, in such 
situation all four elements from the Decision scale are treated as equivalent and the 
assessment is simply called ‘lack of confidence’. This is illustrated in Fig. 6, where all 
bullets related to ‘lack of confidence’ are merged into one. The result is a triangle 
which we call the Assessment Triangle. It corresponds to the Josang’s opinion triangle 
[20, 21] where ‘lack of confidence’ is mapped onto uncertainty and the other vertices 
represent the total disbelief (equivalent to the ‘for sure rejectable’) and total belief 
(equivalent to the ‘for sure acceptable’). 

lack of confidence
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Fig.  6 The Assessment Triangle 

6  Procedure of issuing assessments 

The Assessment Triangle is applied to express opinions and the level of confidence 
in these opinions in relation to the elements (assumptions, facts, warrants) of an 
argument structure. 

Assessment of a single element proceeds as follows: 
Step 1 - If no evidence for or against the statement representing the node is 

available the ‘lack of confidence’ assessment is issued and the procedure terminates. 
Step 2 - In the opposite case, the ratio between the evidence supporting the 

acceptance and rejection of the statement is assessed and an appropriate value from 
the Decision scale is chosen. D
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Step 3 - Then, it is assessed how much evidence could be additionally provided to 
become sure about the decision taken in step 2. This amount of missing evidence 
drives the selection from the Confidence scale. 

Step 4 - The final assessment from the Assessment Triangle is obtained by 
combination of the two assessments from Step 2 and Step 3. 

Fig. 7 presents the user interface for issuing assessments of the TCT tool [19]. The 
user can drag a small hollow marker over the Assessment Triangle shown on the left 
hand side. Then, the linguistic values corresponding to the current position of the 
marker are displayed below the Confidence level and Decision sliders. It is also 
possible to directly choose an appropriate linguistic assessment in each window. 
Additionally, the current levels of belief, disbelief and uncertainty are displayed as 
horizontal bars just above the opinion triangle. 

 

 
Fig.  7 User interface for issuing assessments of TCT 

7  Examples 

As an example let us consider fact F1 from Fig. 2 stating that PIPS-enabled 
devices are conformant with the European Medical Devices Directive. 

Let us assume that: 
(1) There is some evidence E related to the fact. 
(2) E supports F1, which results in choosing the ‘acceptable’ value from the 

Decision scale. 
(3) evidence demonstrates well fulfilment of the requirements of the directive, 

however, the formal certification process has not been performed yet, which 
leads to the ‘with very high confidence’ assessment. 

Consequently, the final appraisal of F1 is: ‘with very high confidence acceptable’. 
Let us now consider F1 in a different situation: 
(1) There is some evidence E related to the fact. 
(2) E demonstrates that most of the requirements of the directive are met apart 

from one significant requirement – this results in the ‘opposable’ assessment. 
(3) E is substantial, however, not complete, which gives the ‘with high confidence’ 

assessment. 
Consequently, the final appraisal of F1 is: ‘with high confidence opposable’. 
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As another example let us take warrant W0 (‘Analysis of different channels’) from 
Fig. 2. The warrant identifies different types of channels providing information to the 
system and explains that if they provide valid information, the information available 
to the system is also valid. 

Let us assume that: 
(1) An inventory of the channels exists. 
(2) It identifies the four major types of channels represented in the argument; in 

addition, some other channels (considered less important), which were not 
taken into account in the argument – this leads to the ‘tolerable’ assessment of 
the warrant. 

(3) The inventory results from a formalized procedure of system review – this 
leads to the ‘for sure’ assessment. 

Consequently, the final appraisal of W0 is: ‘for sure tolerable’. 
As yet another example let us take assumption A1 (‘Truthfulness of the information 

provided by a patient’) from Fig. 2, which states that patients will not intentionally 
input false data into the system. 

Let us assume that: 
(1) Information about the range of possible patient interactions and the scope of 

data input into the system is available. 
(2) The assessor tends to accept the assumption, however, considers also some 

situations where it not necessarily holds – the resulting assessment is: 
‘tolerable’. 

(3) The assessor has no doubts that he/she sees the whole scope of relevant 
situations – this leads to the ‘for sure’ assessment. 

Consequently, the final appraisal of A1 is: ‘for sure tolerable’. 

8  Aggregation Rules 

Aggregation rules define how the assessments of the premises and the assessment 
of the warrant are used to calculate the appraisal of the conclusion.  

The following four rules of aggregation are distinguished. They are related to the 
argument types identified in section 3: 

• C-argument Rule - to calculate the assessment of the conclusion for 
C-arguments, 

• NSC-argument Rule - to calculate the assessment of the conclusion for 
NSC-arguments, 

• SC-argument Rule - to calculate the assessment of the conclusion for 
SC-arguments, 

• A-argument Rule - to calculate the assessment of the conclusion for 
A-arguments. 

It is assumed that each warrant occurring in the argumentation has its type 
explicitly identified and the corresponding aggregation rule assigned, which is done 
by the developer of the argument structure. Additionally, for C-arguments it is 
assumed that the argument developer defines weights assigned to the premises, which 
indicate the relative support given by a premise to the conclusion (see Fig. 4(a)). 
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The proposed aggregation rules are expressed in terms of Dempster-Shafer’s belief 
and plausibility functions. They can be easily expressed in terms of confidence and 
decision functions using the transformation equations (1), (2) and (3). 

In the sequel we assume that: 
• c is a claim (conclusion), 
• w is the warrant of c (in the case c has only one argument strategy), 
• n is the number of premises/argument strategies of c, 
• ai (where },...,1{ ni∈ ) is the ith premise, 
• ari (where },...,1{ ni∈ ) is justification contained in the ith argument 

strategy, 
• ki (where },...,1{ ni∈ ) is the weight assigned to the ith premise. 

To understand the equations presented below it should be remembered that if s is a 
statement, then 

• )(1 sPl−  represents the total disbelief in s, and 
• )()( sBelsPl −  represents the total uncertainty related to s. 

8.1  A-Argument Rule 

A-argument relates to a situation where more than one independent justification 
(argumentation branch) of the common conclusion is provided. In A-arguments, 
confidence in assessments coming from different argumentation branches is 
reinforced if the assessments agree, or it is decreased if they contradict each other. 

For the A-argument, Yager’s modification of Dempster’s rule of combination [27] 
is applied. Below the version of this rule for two argument strategies is presented: 

)]}()([)](1[
)]()([)](1[)](1[)](1{[1)(

)]()([)(
)]()([)()()()(

112

22121

112

22121

arBelarPlarPl
arBelarPlarPlarPlarPlcPl

arBelarPlarBel
arBelarPlarBelarBelarBelcBel

−⋅−+
−⋅−+−⋅−−=

−⋅+
−⋅+⋅=

 
(4)  

In the above equations the belief in the conclusion is a sum of three components 
each of which represents the belief built on: (1) the belief in both of the arguments; 
(2) the belief in the first argument and uncertainty in the second one; and (3) the 
belief in the second argument and uncertainty in the first one. 

Plausibility of the conclusion is calculated as 1 minus the total disbelief in the 
conclusion (obtained by analogical calculations as for obtaining the belief in it). 

When more than two argument strategies exist, appropriate modifications of these 
equations should be applied. 

Assessments coming from counter-arguments are first being transformed, before 
applying rule (4), using the following equations: 

)(1)(
)(1)(

argarg

argarg

iumentcounteriument

iumentcounteriument

arBelarPl
arPlarBel

−

−

−=

−=
 (5)  

where },...,1{ ni∈ . 
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To better understand implications of these equations let us illustrate the situation 
with an example shown in Fig. 8. The assessments coming from argument strategies 
are shown on the right hand side in italic. Both arguments support the conclusion 
providing high confidence. In this case, the resultant assessment of the conclusion is 
‘with very high confidence acceptable’ (in bold italic). 

(with high confidence acceptable)
(with high confidence acceptable)

(with very high confidence acceptable)

 

Fig.  8 Assessment of the conclusion of A-argument 

In the case the arguments contradicted each other, the effect would be opposite. If 
one of the arguments in Fig. 8 supported rejection of the conclusion and another 
recommend acceptance, both with the same level of confidence, there would be no 
confidence in the conclusion and the ‘lack of confidence’ assessment would result. 

8.2  C-Argument Rule 

C-argument relates to a situation where the premises provide complementary 
support for the conclusion. In such a case not only the assessments of the premises 
and the warrant but also the weights associated with each premise are taken into 
account. The final assessment of the conclusion is a sort of weighed mean value of the 
contribution of all the premises. 

For the C-argument, the following aggregation functions are proposed: 
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21

2211

21
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 (6)  

In equations (6) the belief in the conclusion is a weighed sum of the beliefs in each 
of the premises multiplied by (i.e. diminished to) the belief in the warrant. 

Plausibility of the conclusion is calculated similarly i.e. a weighed sum is 
computed. Then a total disbelief is computed (1 – the weighed sum), which is 
multiplied by the belief in the warrant (to appropriately diminish the level of 
confidence), and again subtracted from 1 to obtain plausibility. 

As an example, let us consider the C-argument shown in Fig. 9. The assessments of 
the warrant and premises together with the associated weights are shown on the right 
hand side in italic. The resulting assessment of the conclusion is ‘with high confidence 
acceptable’. Note that despite the fact that one of the premises is ‘tolerable’ the 
conclusion is ‘acceptable’. This results from the fact that the other premises ranked 
‘acceptable’ outweighed in this case. Additionally, it can be seen that the confidence 
in the conclusion is slightly lower than it could be expected while looking at the 
assessments of the premises. This results from the fact that there were some doubts 
concerning the strength of the inference rule, reflected in the assessment of the 
warrant. 
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(6, with very high confidence acceptable)

(4, with high confidence acceptable)
(6, for sure tolerable)

(with high confidence tolerable)

(4, with high confidence acceptable)

(with high confidence acceptable)

 

Fig.  9 Assessment of the conclusion of C-argument 

Let us consider the example from Fig. 9 again but with the assessment of 
assumption A1 modified to ‘lack of confidence’. In such a case the assessment of the 
conclusion would be ‘with low confidence acceptable’, which results from the fact 
that the other premises are highly assessed and there is relatively high assessment of 
the warrant. Nevertheless, the assessment of the conclusion would be lower than in 
the example shown in Fig. 9.  

8.3  NSC-Argument Rule 

In NSC-arguments, negative assessments are strongly reinforced. In such 
arguments the acceptance of all premises leads to the acceptance of the conclusion, 
whereas rejection of a single premise leads to the rejection of the conclusion. 

For the NSC-argument the following family of functions is proposed: 

)](...)()(1[)(1)(
)(...)()()()(

21

21

n

n

aPlaPlaPlwBelcPl
aBelaBelaBelwBelcBel

⋅⋅⋅−⋅−=
⋅⋅⋅⋅=

 (7)  

In the equations (7) the belief in the conclusion is a product of the beliefs in each 
of the premises and the warrant. This way, each of the elements of the product if low, 
diminishes the resultant belief significantly. 

Plausibility is calculated as 1 minus the whole disbelief coming from the premises 
multiplied by (i.e. diminished to) the belief in the warrant. The whole disbelief 
coming from the premises, on the other hand, is calculated as 1 minus the belief that 
each of the premises is trustworthy or uncertain. 

An example of such an argument is shown in Fig. 10. Each premise is a necessary 
condition for the conclusion. Therefore, if even one of them is rejected, the 
conclusion cannot be accepted. 

(for sure acceptable)
(with low confidence rejectable)
(with low confidence acceptable)

(with low confidence rejectable)

 

Fig.  10 Assessment of the conclusion of NSC-argument 

Consequently, low assessments of the premises lead to a rapid drop in the 
assessment of the conclusion. If the second of the premises in the example were also D

o
w

nl
o

ad
ed

 f
ro

m
 m

o
st

w
ie

d
zy

.p
l

http://mostwiedzy.pl


assessed as ‘with low confidence rejectable’ the conclusion would be ‘with high 
confidence rejectable’. 

8.4  SC-Argument Rule 

In SC-arguments, acceptance of the premises leads to the acceptance of the 
conclusion, as for NSC-arguments. However, rejection of a single premise leads to the 
rejection of the whole inference, i.e. to complete lack of confidence. 

For the SC-argument the following family of functions is proposed: 

1)(
)(...)()()()( 21

=
⋅⋅⋅⋅=

cPl
aBelaBelaBelwBelcBel n  (8)  

In the equations (8), similarly to the NSC-rule, the belief in the conclusion is a 
product of the beliefs into each of the premises and the warrant. This way, each of the 
elements of the product, if low, diminishes the resultant belief significantly. 

Plausibility, however, is always set to 1. This means that this type of inference 
cannot lead to the rejection of the conclusion. 

An example of such an argument is presented in Fig. 11. The lack of conformity 
with the EU Medical Devices Directive does not result in invalid information received 
from the devices. The only reasonable conclusion is that in such a case we do not 
know anything new concerning the validity of this information. Therefore, despite the 
fact that one of the premises is only ‘tolerable’ the conclusion is ‘acceptable’, 
however, the level of confidence in this assessment is much lower than in each of the 
premises and in the warrant. 

(with high confidence acceptable)

(with low confidence acceptable)

(for sure acceptable)
(with high confidence tolerable)

 

Fig.  11 Assessment of the conclusion of SC-argument 

9  Experimental Evaluation 

The Confidence and Decision scales support assessors by offering them a (not too 
large) set of intuitively understood linguistic values. However, in order to perform 
calculations defined in the aggregation rules, it is necessary to map the linguistic 
values onto the ]1,0[  interval. This mapping can have a significant impact on the 
computed results.  

There was no evidence that the (most obvious) even distribution of each of the 
linguistic scales over the ]1,0[  interval is the most proper one. Therefore we decided 
to find the mapping experimentally. The aim of the experiment was to calibrate the 
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aggregation rules by relating their results to the expert assessments of the conclusions 
of a selected set of arguments. The experiment was conducted as follows.  

For each aggregation rule, a scaling function s was defined, where 
]1,0[]1,0[]1,0[]1,0[: ×→×s  (9)  

takes as input a pair ))(),(( aDecaConf , where a is a given statement and 
)(aConf  and )(aDec  are the numeric values corresponding to the chosen 

linguistic values from the Confidence and Decision scales assuming the even 
distribution of the linguistic values over the interval [0,1]. The output of s delivers a 
pair of numeric values which represent the chosen linguistic values and not 
necessarily follow the even distribution principle (which means for instance, that the 
distance on the numeric scale between ‘for sure’ and ‘with very high confidence’ is 
not necessarily the same as the distance between ‘with very low confidence’ and ‘lack 
of confidence’). 

A separate scaling function for each aggregation rule was defined in order to 
provide means of calibration of the aggregation functions apart from calibration of the 
scales only.  

For each aggregation rule ),...,,( 21 nasasasaggr  (where asi is a pair of 
assessments of the aggregation rule’s ith parameter expressed as numerical values in 
the even distribution, n is the number of parameters), the corresponding function S 
was calibrated to make the function )))(,...),(),((( 21

1
nassassassaggrs − , most 

closely matching the expert assessments of the arguments corresponding to aggr (). 
The general form of function ()s  was assumed as follows: 
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(10)  

where ci (i=1, … ,4) and dj ( j=1,2) are constants to be determined for each 
aggregation rule. 

An example diagram presenting sConf() and s-1Conf() is given in Fig. 12. 
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0 0,2 0,4 0,6 0,8 1

c1

1

c2

c3

c4
0

sConf(x)

0

0,2

0,4

0,6

0,8

1

c1 1c2c3c40

s-1
Conf(x)

 

Fig.  12 Example scaling function (Confidence scale for C-rule) 

Scaling function sConf() maps the values which correspond to the levels of the 
linguistic scale, i.e. 1, 0.8, 0.6, 0.4, 0.2 and 0 to 1, c1, c2, c3, c4 and 0 respectively. The 
intermediate values are mapped using linear functions, which was adopted as the 
simplest solution fulfilling the requirement that s should be monotonic (the only 
constraint identified for s). 

All scaling functions were calculated using the data obtained in the experiment. 31 
students studying for the Master’s degree in information technologies (the last year) 
were selected for the experiment. The participants had good background in logic and 
mathematics and they also attended a two-hour lecture about trust cases. 

The participants were divided into three groups. Each group was supposed to apply 
one of the aggregation rules: A-rule, C-rule or NSC-rule (SC-argument type was 
dropped because of its similarity to NSC-argument type). 

Each participant was provided with five simple trust cases composed of a claim, an 
argument strategy, a warrant and premises (in the case of C-rule and NSC-rule) or a 
claim with a few argument strategies (in the case of A-rule). One of the trust cases is 
presented in Fig. 13. 

 

Fig.  13 Example trust case 

The experiment participants were asked to assess the warrant and, in the case of 
C-rule to assign weights to the premises. Then, assuming the pre-defined assessments 
of each premise (in the case of C-rule and NSC-rule) or the assessments assigned to 
each of the argument strategies (in the case of A-rule) the participants were asked to 
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give their assessment of the conclusion using the Assessment Triangle. They were 
supposed to repeat this step for 10 different sets of initial assessments of the premises 
(chosen randomly) for each trust case. That makes the total of 50 assessments of the 
conclusions issued by each participant. To check for consistency, 10 randomly 
selected assessments were then repeated for each participant. 

Some participants were excluded from the experiment for formal reasons (e.g. one 
of them was cheating while filling the consistency questionnaire in, others did not 
provide all the answers) or because their assessments apparently were not reasonable 
(for instance, they declared high confidence in acceptance of a conclusion in a 
situation where the premises were with high confidence rejectable, which is clearly 
logically wrong and was significantly different from the answers provided to the same 
question by the rest of the group). Finally, 8 questionnaires related to A-argument 
type, 6 questionnaires related to NSC-argument type and 10 questionnaires related to 
C-argument type were used in the following analysis. 

The data gathered were used to find the optimal scaling function for each type of 
aggregation rule. In addition, the quality of each aggregation rule was assessed 
applying the following criteria: 

 Consistency of assessments - measured by calculating the root-mean-square value 
of the difference between the first and the repeated assessment (by the same 
participant) of the same conclusion with the same assessments assigned to the 
premises.  

Accuracy of assessments - measured by calculating the root-mean-square value of 
the difference between a participant’s assessment and the result of application of the 
aggregation rule. 

The above calculations were performed for both, Confidence and Decision scales. 
The results are presented in Table 1. The numbers are normalized, which means that 1 
represents the distance between two adjacent values on the linguistic scale. 

The data show that the accuracy of the results obtained by application of the 
aggregation rules is similar to the consistency of the participants’ answers. This is the 
maximum of what could have been achieved regarding the data set used to calibrate 
the aggregation rules. 

Table 1 Results of the experiment 

Aggregation 
rule 

Consistency of 
assessments Accuracy of assessments 

Confidence 
scale 

Decision 
scale 

Confidence 
scale 

Decision 
scale 

A-rule 1.03 0.64 1.06 0.80 
C-rule 0.94 0.62 1.10 0.78 
NSC-rule 0.84 0.87 0.90 0.66 

 
Further calibration requires more data which we plan to collect in the subsequent 

experiments. 
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11  Conclusion 

This article introduced the Visual Assessment of Arguments (VAA) method which 
proposed an innovative approach to argument structures appraisal. The method 
provides for gathering expert opinions about the inferences used in the argumentation 
and the value of the supporting evidence. It can be applied to assess (with the help of 
experts) the compelling power of arguments used in different contexts. In particular, it 
can be used with respect to arguments contained in different types of cases, like safety 
cases, security cases, assurance cases or trust cases or within the context of the 
collaborative development process for trust cases [6, 15]. 

The method has already been fully implemented in the TCT tool which supports 
full-scale application of the Trust-IT framework [12, 13, 14].  

VAA has been subjected to experimental validation and further experiments are 
under preparation. Furthermore, the method has been applied for appraisal of 
arguments for patient safety and privacy, and for fulfilment of security requirements 
in two EU funded 6th FR projects. It is also going to be used in a new project utilising 
argument structures to demonstrate conformity with standards and regulations (the 
project is planned to commence from 2010). 
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