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ABSTRACT Sentiment analysis and emotion mining techniques are increasingly being used in the field of
software engineering. However, the experiments conducted so far have not yielded high accuracy results.
Researchers indicate a lack of adaptation of the methods of emotion mining to the specific context of the
domain as the main cause of this situation. The article describes research aimed at examining whether the
adaptation of the lexicon with emotional intensity of words in the context of software engineering improves
the reliability of sentiment analysis. For this purpose, a new lexicon is developed inwhichwords are evaluated
as if they were used in the field of software engineering. A comparative experiment of emotion mining based
on a generic and a software engineering specific lexicon does not reveal any significant differences in the
results.

INDEX TERMS Affective software engineering, emotional lexicons, emotion mining, emotion recognition,
sentiment analysis.

I. INTRODUCTION
Hochschild’s book ‘‘The Managed Heart’’, published
in 1983, initiated the research of emotions in the workplace.
Since then many theories have been formulated to explain
the impact of emotions on work [1]. The development of
computer-aided emotion recognition methods in the 21st
century [2] has given new impetus to undertake research
on the role of emotions in various fields. According to the
Web of Science database, the number of articles on emotion
recognition is growing exponentially. Only 54 articles written
in 1995 on this subject were indexed, 402 in 2005, and over
2,000 in 2018.

Studies on the role of emotions in the workplace are
also conducted, among others, in the software engineer-
ing domain. It is generally accepted that emotions and
moods affect the work of software developers, just like
many other professionals [3]. Several studies revealed corre-
lation between emotions and productivity [4]–[6]. However,
the nature of this phenomenon is still not sufficiently well
known. It is necessary to carry out more accurate and broader
studies than those conducted so far [7]. One of the emerging
directions of research is the analysis of the IT artifacts to
detect the emotions of the authors. Due to the access to a large
number of artifacts associated with IT projects, unlike other
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research methods (e.g. observations, interviews, research),
such analysis allows to obtain a vast amount of information
related to emotions in a relatively short time and at low cost.
As a result, we could get closer to the answer to the question
whether and how emotions affect the software development
process.

In recent years, techniques for recognizing opinions, emo-
tions and even moods of authors based on their writing have
been widely researched [8]. For example, sentiment analysis
was one of the most explored topics in computer science
research, covered by tens of thousands of scientific papers [9].
A number of scientific, proprietary, as well as open tools and
methods have been developed, due to their value for practical
applications [10], [11].

There is no consensus regarding the terminology concern-
ing methods and techniques aimed at recognizing human
emotions based on text analysis. The most popular approach,
commonly known as sentiment analysis or opinion mining,
measures only the polarity of the emotions that users express
in their texts. Krcadinac et al. defined sentiment analysis
is defined as a technique that allows to recognize opin-
ions of text authors about specific entities such as topics,
events, individuals, issues, services, products, organizations,
and their attributes [12]. As a result, the polarity classification
is returned, that determines whether the opinion expressed
in the text about a particular feature of an object is posi-
tive, negative or neutral [9]. Sentiment analysis is similarly
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determined in software engineering research. Calefato et al.
defined sentiment analysis as the study of the polarity of text
(positive and negative), which is based on lexicons [13]. Like-
wise, Islam and Zibran, use the term ‘‘sentiment analysis’’
as the detection of sentimental polarity (negativity, positivity,
and neutrality) of text content [14].

In order to distinguish methods that are aimed at recogniz-
ing a fuller range of human emotions, than just being posi-
tive or negative, emotion mining was introduced. It focuses
on discovering from text what a person feels about enti-
ties [15], [16]. In contrast to sentiment analysis, the problem
of emotion mining, sometimes also called the recognition of
emotions from texts, is only at an early stage of research [17].
However, due to the large interrelation of these two tech-
niques, problems occurring in sentiment analysis in IT arti-
facts also occur in the case of emotion mining.

Due to the increasing use of sentiment analysis in software
engineering, some researchers amphasise the need to adapt
algorithms to the context of the IT domain. Jongeling et al.
analyzed sentiment polarity using several tools in issue track-
ers and StackOverflowQ&A service [18]. The results diverge
significantly depending on the tool used. Moreover, none of
the results were consistent with the human rater assessment.
The researchers concluded that there is a need to provide
sentiment analysis tools dedicated to software engineering,
as the general purpose solutions were mostly trained for
products reviews [18].

Similar conclusions were reached by Tourani et al. in
their study. Its purpose was to determine if using sentiment
analysis tools it is possible to detect periods of positive or neg-
ative feelings in the community of Apache projects. The
researchers used SentiStrength software, which appeared to
have serious problems in distinguishing between neutral IT
artifacts and these with positive and negative polarity [19].

Novielli et al. in their paper claimed that polarity is insuffi-
cient to detect sentiments in IT artifacts in a reliable manner.
They analyzed Stack Overflow posts using SentiStrenght
software. Based on the study results they concluded that
inducing domain-dependent lexicons may overcome the sen-
timent analysis limitations [20].

Members of the same cultural and social group recognize
emotions more accurately than people belonging to differ-
ent groups. Since many approaches to sentiment analysis
and emotional mining involve the use of lexicons of words
evaluated in terms of emotional intensity, it may be reason-
able to develop lexicons for specific domains in order to
obtain more precise results [21]. This common opinion has
become the motivation to undertake study described in the
paper.

The aim of the research was to examine whether domain-
specific lexicons actually improve the accuracy of emotion
recognition in artifacts of the software development process.
For this purpose the following hypotheses were proposed:
Null Hypothesis: The difference in the results of emotion

mining in software development artifacts using general and
dedicated lexicons is negligible.

Alternative Hypothesis: The difference in the results of
emotion mining in software development artifacts using gen-
eral and dedicated lexicons is significant.

The rest of the paper is organized as follows: in Section II
related work is presented. Section III describes experiment
design and Section IV its execution. Finally, Section V dis-
cusses the results and Section VI presents the conclusions.

II. RELATED WORK
All research conducted so far on the relevance of adapting
the assessment of words in lexicons to the field of software
engineering have concerned the sentiment analysis. However,
no such study has been devoted to the emotion mining.

The first lexicon of words labeled with emotional arousal
dedicated to the field of software engineering was the Soft-
ware Engineering Arousal lexicon (SEA). The authors claim
that the analysis of the sentiments of software artifacts in
which their lexicon was used is slightly more accurate when
compared to the general approach [22].

Islam and Zibran, based on the state-of-the-art Sen-
tiStrength API, have developed a tool dedicated to analyz-
ing the sentiments in the software development ecosystem.
Their SentiStrength-SE contains ad hoc heuristics designed to
correct the misclassifications of SentiStrength results on soft-
ware engineering artifacts and thus provide better results [23].

Non-lexicon approaches to improve the sentiment analysis
in software engineering were also proposed. Calefato et al.
introduced a sentiment polarity classifier API called
Senti4SD that was trained with manually annotated Stack-
Overflow posts [13]. Ding et al. devloped SentiSW tool,
a subject-level tool that provides sentiment classification and
entity recognition [24].

However, the overview conducted by Lin et al. revealed
that none of the above presented tools are ready for use
in real environment [25]. Also another study conducted by
Imtiaz et al. on existing sentiment analysis tools, including
Senti4SD, revealed that they are unreliable, as well as incon-
sistencies with human raters in identifying polarity [26]

III. EXPERIMENT DESIGN
Sentiment analysis and emotion mining techniques mainly
utilize vectors of the most important text features to identify
the polarity or emotions [27]. To assign sentiment scores
to texts, specialized lexicons with emotional evaluation of
words are often employed. Such lexicons may be built either
manually, which provides higher precision or automatically
based on the existing corpora, resulting in wider cover-
age [28]. Some novel approaches introduce advanced tech-
niques like linguistic heuristics, lexical affinity and statistical
methods, such as regression analysis [27].

So far, during sentiment analysis or emotionmining studies
in the software engineering domain, general purpose lexicons
have been primarily used. The aim of the study described
in this paper was to check whether the differences in the
results of emotion mining in software development artifacts
based on dedicated lexicons are significant when compared
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to those commonly used. For this purpose, a lexicon of words
labeled with emotional intensity in the context of IT projects
has been developed. Then, using both dedicated and general
lexicons, an analysis of emotion mining in IT artifacts was
conducted. Finally, comparison of the results allowed to ver-
ify the research hypothesis.

Three main approaches for building lexicon of word with
emotional ratings can be distinguished: manual, dictionary-
based and corpus-based [10]. For the purpose of this study
ANEW lexicon has been selected [29]. It is one of the most
popular affective lexicons which was developed using the
survey method. ANEW classifies over one thousand English
words in terms of emotional intensity. For each word, based
on respondents’ answers, the mean and standard deviation
were assigned in each of the three dimensions of a VAD
scale. VAD, sometimes also called PAD (Pleasure, Arousal,
Dominance) is a 3D model of emotion, which assumes that
any emotionmight be describedwith three continuous dimen-
sions of valence (pleasure), arousal and dominance [30]. For
example, an emotion defined by low valance, high arousal
and low dominance is in a spectrum of emotions similar to
fear and terror. Whereas high valance, low arousal and low
dominance determine that someone is loosened and relaxed.
The emotions represented in this model may also be mapped
to discrete affective states such as Ekman’s six (anger, dis-
gust, fear, happiness, sadness, surprise) [31], which is much
easier to understand by humans.

A study, analogous to that performed by Bradley et al. dur-
ing the development of ANEW lexicon [29], was conducted
on a group of IT professionals.

A. WORD SELECTION
Due to the limited resource it was decided that only a selected
subset of ANEW lexicon will be evaluated by the IT pro-
fessionals. Experienced specialists are willing to spend only
a limited amount of time on such studies. Moreover, it was
not desired to include students of computer science in the
study. Allowing them to participate in the experiment would
certainly significantly enhance the size of the sample due
to their availability at the university. However, due to their
different experience it could lead to a quality reduction of the
collected data. Research conducted by Salaman et al. revealed
that during experiments in the field of software engineering
students and professionals, due to their experience can not be
treated equally [32]. Therefore, it was assumed that only IT
professionals were included in the assessment of 50 words in
the context of software development.

As a source of words selection, bug tracking system of the
Eclipse project was chosen. It is based on Bugzilla, the pop-
ular Open Source software. There were selected 50 words
from the ANEW lexicon, which occurred most frequently
in the bug tracking system and had the highest emotional
intensity. Selection of popular words, in spite of a slight mod-
ification of the lexicon, should increase the likelihood that
the analysed samples will contain modified words. Emotional
intensity should result in the selection of words with different

emotional assessment in the context of software development
than in the original lexicon. This assumption stems from the
observation that technical, domain related words are mainly
emotionally neutral. An example might be the word slave,
which according the ANEW lexicon has a very low value
of valence (1.84). However, in computer jargon this word is
most often used as a description of the systems architecture
and as such must be considered neutral. Such words, when
using a general lexicons may significantly affect the final
results of emotion mining. Similar conclusions were drawn
by Jurado et. al in their study, where they excluded from the
assessment domain-specific words such as aggressive, attach,
protect, shadow or weight [33].

A bash script was developed to download bug reports and
comments from the Eclipse project’s Bugzilla, which contain
emotional words. The script, using curl software, iteratively
retrieved all bug reports and comments from the Bugzilla
system, that contained selected words from ANEW lexicon.
180 words did not occur even once. In the final step 50 most
frequently occurring words have been selected. In this way,
the subset of ANEW lexicon, for contextual assessment was
prepared.

B. QUESTIONNAIRE
A special survey has been prepared in order to develop new
emotional ratings for selected words. To provide high com-
patibility of the modified subset with the original lexicon,
the questionnaire, as well as the guidelines were based on the
original study performed by Bradly and Lang [29].

Each word has been evaluated using the Self-Assessment
Manikin (SAM) form [34] that use pictographs to assess the
emotional intensity in three dimensions (valence, arousal, and
dominance). The graphic form of SAM eliminates inconsis-
tencies associated with the verbal measurements while being
easy to use [35].

The developed SAM form consists of three rows, each
related to one dimension of emotion:

• top row – scale Happy vs. Unhappy (valence),
• middle row – scale Excited vs. Calm (arousal),
• bottom row – scale Controlled vs. In-control
(dominance).

The questionnaire was developed as a web application as
shown in Fig. 1. The participants were asked to assess each
word using all three rows, by selecting a rectangle below
the appropriate emotion intensity. The happy-unhappy scale
ranges from a frown to a smile. The left extreme of this
scale represents emotions such as unhappy, annoyed, unsat-
isfied, melancholic, despaired, or bored. The other end of
the scale includes emotions such as happy, pleased, satisfied,
contented, hopeful. The questionnaire also allows to describe
intermediate feelings of pleasure, by selecting a rectangle
below any of the other pictures. There are a total of 9 available
rectangles along each rating scale that could be selected to
indicate the extent of the pleasure intensity of the provided
word.
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FIGURE 1. Interactive questionnaire web page.

Themiddle panel shows the excited or calm scale. It ranges
from completely relaxed, calm, sluggish, dull, sleepy to stim-
ulated, excited, frenzied, jittery, wide-awake, or aroused.
Finally, the bottom scale distinguished between passive and
active emotions. At one end of the scale (left) there are
feelings characterized as completely influenced, cared-for,
awed, submissive, or guided. The opposite end of this
scale represents in control, influential, important, dominant,
autonomous, or controlling.

The most determined respondents can evaluate all
50 words. However, it was assumed that they may interrupt
the survey whenever they want. In addition, the respondents
may omit these words for which they are confused about
the emotional intensity or simply they do not understand
their meaning. Therefore, a mechanism to ensure that all
words will be evaluated by a similar number of respondents

was implemented. In addition to emotional rates, the server
also stores numbers representing how many times each word
has been evaluated. Based on this value during the survey,
each respondent identified by the session key, receives subse-
quently words in order from the least evaluated.When several
words have the same, the smallest number of evaluations,
the one which should be presented to the participant is
selected randomly. With this solution it is possible to keep
a similar number of evaluations of all words, even if the
respondents do not complete the survey.

Respondents rate each word by clicking the gray rectan-
gle under the corresponding SAM pictographs in each of
the three rows. After clicking the ‘‘Send’’ button, which is
disabled until all ratings in three rows have been selected,
the data are sent to the server and stored in a database.
If there are any words that have not yet been evaluated by
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the respondent, they are successively shown in the top of the
page.

At the beginning of the survey, respondents are asked to
provide general information, such as held positions and the
number of years of work on the IT projects. Usually such
information should be completed at the end of the survey.
However, due to the nature of the on-line survey, where the
participant may interrupt the study at any time, for example
by closing the browser window, it was decided to gather a
smaller amount of data, but at the beginning.

The software developed during this study for evaluating
words using SAM forms was released under the Open Source
license and can by freely used by other researchers.1

C. DOMAIN SPECIFIC WORDS
During the sentiment analysis or emotion mining studies con-
ducted so far in the field of software engineering, the domain
adaptations was mainly carried out by removing IT spe-
cific words from the lexicons [19], [33]. In order to assess
this approach, a list of technical words that are included in
the ANEW lexicon was prepared. Among all 1034 ANEW
words, 22 were selected as a part a technical jargon. Words
such as destroy, bullet, fat, python or bold have different
emotional intensity when used in IT artifacts.

D. EMOTION MINING ALGORITHM
To conduct the evaluation of the emotional intensity of
texts, naive algorithm proposed by Dodds and Danforth was
applied [36]. According to this approach valence score is
estimated as the average value of the valence determined on
the basis of a lexicon for each word found in the text. Let
vi be a valence score of the ith word, and fi be a number
of occurrence of this word in the evaluated text. The total
valence score for the text is defined by the formula:

vtext =

∑n
i=1 vifi∑n
i=1 fi

( [36])

In the same way, the total scores for the dimensions of
arousal and domination are calculated:

atext =

∑n
i=1 aifi∑n
i=1 fi

dtext =

∑n
i=1 difi∑n
i=1 fi

( [36])

Due to its simplicity this algorithm may not be suffi-
cient to conduct practical emotion mining studies. More
advanced approaches, such as proposed by Neviarouskaya
and Aono [37] provide linguistic processing, morphological
analysis, and even content awareness, and therefore they can
be more reliable. However, the purpose of this research is to
compare differences between evaluations of texts based on
different lexicons. In this case simplicity of the algorithm
should be considered rather as an advantage, not a weakness.
In the approach that has been used, only the discrepancy
resulting from the differences in the dictionaries will be
revealed. For more complex approaches, many other factors
may affect the final results.

1https://github.com/mrwrob/devanew

IV. EXPERIMENT EXECUTION
The survey, which allowed to develop a subset of ANEW
lexicon for software engineering domain, was carried out
from early December 2015 to mid-January 2016. Software
developers and other members of IT projects were invited
to participate in the experiment. An invitation to partic-
ipate in the survey was published on Twitter and sent
directly to people from the author’s mailing list. Further-
more, as a result of cooperation with the local branch of a
global IT company, the information was distributed in their
Intranet.

A. DEMOGRAPHY
The survey was started by 72 people, but 16 did not rate
a single word, so the final number of participants was 56.
On average, each of the participants rated 29.07 words.
Together they made a total of 1,533 evaluations, and each
word was rated 30 or 31 times. All 50 words were rated
by 18 participants (32.14% of respondents), while 12 people
rated less than 10 words (21.43% of respondents).

Participants differ in terms of professional experience.
Only four of them had worked for less than 1 year, while 3 of
them for more than 15 years. Fig. 2 shows the distribution
of professional experience of participants in the following
ranges: less than a year, 2 – 4 years, 5 – 8 years 9 – 14 years
and above 15 years.

The survey participants were also asked to specify what
their roles were in all projects in which they took part. Almost
two-thirds of the participants took part in IT projects as soft-
ware developers, 25 people worked as testers, 11 as analysts,
11 as architects, 10 as designers and 6 as project managers.
6 people indicated that they had other role (Fig. 2). It is
worth mentioning that only 6 people have never been either a
tester or a programmer.

B. SURVEY RESULTS
Based on the data collected during the survey, the mean
value and standard deviation were calculated for each word
in each dimension. Furthermore, separate summaries were
prepared for novice and expert employees, where 5 years
of professional experience was set as a boundary. Table 1
includes these words for which the absolute difference
between ANEW score and the score calculated based on the
survey is greater that 10% in any dimension.

Ten words with the most significant differences were high-
lighted in the table. These words may be assigned to one
of three groups in terms of their use in IT projects. The
largest group consists of words related strictly related to the
computer terminology. These words are:

• bullet – used as a typographical symbol to introduce
items in a list,

• fat – popular filesystem,
• python – programming language,
• detached – state of the process, object etc.
• slave – part of the client/server architecture.
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FIGURE 2. Information about the participants, on the left professional experience, o the right roles conducted in IT projects.

TABLE 1. Words that differ most significantly between lexicons.

Other words were related to coding (messy, corrupt) and
management (controlling, accident, rejected). Four of the
distinguished words (detached, reserved, slave and accident)
had a much greater difference when comparing the ratings of
advanced workers and beginners. Significant differences in
the evaluation of the selected word occurred mostly in more

than one dimension. For four words (controlling, detached,
python and slave) these differences occurred in all three
dimensions, while for three words (accident, messy, rejected)
only in one.

Most of the highlighted words were rated by developers
as more neutral compared to the ANEW lexicon. However,
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in the case of the word ‘messy’, the assessment of devel-
opers compared with ANEW is lower in the dimension of
Valence and much higher in the dimension of Arousal. This
suggests that this word in the programming context provokes
more anger than in everyday situations. For the programmer,
the messy code is much more annoying than the messy room.

Among all the ratedwords 60% differ in at least one dimen-
sion by 10% compared with the original ANEW, including
5 in the valence dimension, 13 in the arousal and 9 in the dom-
inance. However, taking into consideration only the assess-
ment of experienced employees, 11 words vary significantly
in the valence dimension, 15 in arousal and 17 in domi-
nance. These differences indicate a different perception of the
emotional intensity of words in professional context. This is
probably due to the greater familiarity with the professional
vocabulary, resulting from large work experience. For exam-
ple, the difference in the evaluation of the word ‘‘detached’’
among novice employees compared to the original ANEWon
a scale VAD is equal to (−0.11, 0.68, 0.50), while among the
expert employees it is equal to (-1.41, -0.99, 1.82). As it can
be noticed the biggest difference can be noticed in the Arousal
dimension, where novices pointed to a greater emotional load
carried by this word. On the other hand experts estimated
neutral emotions as they treated the word as part of the
technical jargon.

C. EMOTION MINING
In order to verify the hypothesis, emotion mining was con-
ducted on a selected group of texts using three different
lexicons:

• ANEW – original ANEW [29],
• Dev – ANEW modified based on the survey
(Section III-B),

• NoDomain – ANEW without selected domain specific
words (Section III-C).

As the subject of the analysis, the same texts (issues from
Eclipse Project bug tracking system) were used as in the
selection of words (Section III-A). For the purpose of analy-
sis, 39 texts were selected. These are texts in which the words
from the DevANEW lexicon occurredmost frequently. In this
way, the results of differences in emotion mining should
present a worst case scenario.

The analysis was performed using the algorithm described
in Section 3.4. For comparison of the emotion mining per-
formed based on the different lexicons, the analysis was
carried out on paired data. For this purpose, in each of the
three dimensions (Valence, Arousal, and Dominance) abso-
lute differences between two scores were calculated. As a
result for each dimension three differences between matched
pairs were given:

• | Dev − ANEW | – the absolute difference between
scores obtained using Dev and the original ANEW
lexicons;

• | NoDomain − ANEW | – the absolute difference
between NoDomain and the original ANEW;

TABLE 2. Statistics of differences between words pairs.

TABLE 3. Confidence interval for differences between matched pairs.

• | NoDomain − Dev | – the absolute difference between
NoDomain and Dev.

Based on the collected data mean differences between
matched pairs were calculated. The results are shown as box-
plots in Figure 3 and in Table 2. The median of the difference
between the matched pairs for all occurrence is less than 0.15,
and third quartile less than 0.31. Furthermore the Confidence
Interval (with 99% confidence) for the Population Mean,
showed in Table 3 is very narrow.

caption needs to be more descriptive.
In order to calculate statistical significance of the differ-

ence in results of emotion mining in software development
artifacts using selected lexicons, t-test for paired data was
calculated. For the purpose of this test, the significance level
was determined as α = 0.01. For 38 degrees of freedom the
critical value for the tests is equal: t0.01 = 2.428568

For each pair of lexicons in each dimension the value of
test statistic was calculated from the following formula:

t∗ =
d̄

sd
√
n

where d̄ is the mean difference between paired values, sd is
the standard deviation and n the number of samples.

Table 4 shows the results of t-test. Each t∗ value lies in a
rejection region (t∗ > t0.01). This leads to the conclusion that
the differences in the results of the emotion mining conducted
with the examined lexicons are statistically significant.

However, to reject null hypothesis it must be defined what
negligible difference in the case of the conducted research
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FIGURE 3. Distribution of the mean differences between matched pairs.

indicates. Emotional intensity of texts is evaluated based on
the lexicons, which were developed using the survey method.
Each word in the lexicon is characterized in each of the three
dimensions by two values, mean value of assessment and its
standard deviation. The data presented in Table 1 show that
the participants’ assessment, both in the ANEW and the Dev
lexicons, are not completely coherent. Standard deviation for
the selected words ranges from 1 to 3.5. This measure may
be treated as the uncertainty metric of lexicon-based emotion
mining approach.

To verify the null hypothesis µd = 1.1 was accepted as the
value of negligible difference. This is the smallest standard

TABLE 4. Test statistics for differences between matched pairs.

deviation of word assessment in any dimension of the Dev
lexicon. Because this value is much grater than the mean
value of differences between words in each paired lexicons,
there is no need to calculate the t-test, and the null hypothesis
cannot be rejected.

V. DISCUSSION
Analysis of the test results does not give grounds to reject
the null hypothesis. It showed that the differences in the
results of emotion mining using general lexicon (ANEW)
and a dedicated lexicon developed for the field of software
engineering (Dev) are minor and can be neglected. The same,
insignificant differences exist when comparing the results
of emotion mining when the domain specific words were
ignored during evaluation (NoDomain).

Taking into account the results provided, it may be con-
cluded that the emotion mining from the artifacts specific
to the software engineering domain can be successfully
conducted with the general purpose lexicons. These con-
clusions also apply to the lexicon-based sentiment analy-
sis studies. In that case, only valence dimension should be
considered.

Therefore, the results of sentiment analysis and emotion
mining research conducted so far in the software engineer-
ing domain (e.g., [18]–[20]) can be considered as credible.
The authors’ doubts about accuracy are probably related
to the immaturity of emotion mining and sentiment analy-
sis methods rather than the specific jargon of the studied
field.

The research may also be a prerequisite to recognise that
the use of general purpose lexicons in emotion mining,
regardless of the domain, is sufficient. However, as the exper-
iment design focused only on software engineering field,
further studies in other domains should be performed.

A. THREATS TO VALIDITY
The selected algorithm of emotion mining may be considered
as the main threat to the validity of the conducted study.
However, due to the nature of the experiment, this naive
algorithm should emphasise the differences in the results
while using various lexicons. A detailed explanation of this
issue is provided in Section III-D.
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Another threat is at the selection of the words for the
domain specific lexicon. It is possible that a different
set of words would result in different results. In order
to minimize this threat, artifacts with the highest number
of words from the developed lexicon were selected for
evaluation.

A typical threat to the validity of studies involving ques-
tionnaires is the total number of respondents. However, dur-
ing this experiment, each word was evaluated by at least
30 participants, and according to the Central Limit Theorem,
this allows for approximation of sample means distribution of
the evaluations with a normal distribution.

The nationality of the respondents may also cause the
results to be bias. The experiment was conducted in Poland
and most of the participants were Poles. However IT special-
ist are familiar with the English computer jargon. In addition,
only participants with sufficient levels of Englishwere invited
to take part in the experiment.

VI. CONCLUSION
This paper describes a study that was designed to verify
the relevance of using dedicated lexicons during the sen-
timent analysis or emotion mining with the IT artifacts.
For this purpose, a subset of the well-known ANEW lex-
icon was developed, in which 50 words were evaluated in
the context of software development projects by IT profes-
sionals. Emotion mining experiments did not show signif-
icant differences while using general-purpose lexicons and
those focused on software engineering. These results lead
to the conclusion that the adaptation of the lexicons does
not significantly increase the accuracy of the emotion min-
ing studies conducted in the software engineering domain.
Therefore the effort required to adapt the lexicon should
rather be directed at improving the emotion recognition
algorithms.
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