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a b s t r a c t

Dimethyl sulfoxide (DMSO) is routinely applied as an excellent, water-miscible solvent and chemical
reagent. Some of the most important data concerning its liquid structure were obtained using infrared
(IR) spectroscopy. However, the actual extent of intermolecular correlations that connect the isolated
monomer spectrum to the IR response of the bulk liquid is poorly studied thus far. Using ab initio molec-
ular dynamics (AIMD) simulations, IR spectra of liquid DMSO are obtained here from first principles and
further analyzed using an array of sophisticated spectral decomposition techniques. The calculated spec-
tra when unfolded in space reveal non-trivial spatial correlations underlying the IR response of liquid
DMSO. It is unequivocally demonstrated that some of the fundamental vibrations visible in the
intramolecular limit are effectively suppressed by the solvation environment due to symmetry reasons
and thus disappear in the bulk limit, escaping experimental detection. Overall, DMSO as an aprotic sol-
vent with dominant dipole–dipole interactions displays strong intermolecular correlations that con-
tribute significantly to the IR spectra, on par with the situation observed in strongly associated liquids,
such as water.
� 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Introduction

Dimethyl sulfoxide (DMSO) is very widely used as an excellent,
water-miscible solvent [1–3] and chemical reagent [4]. It is also
applied as an important cosolvent in solvent mixtures with tunable
properties [5]. In life sciences, it serves as a universal drug carrier
in medicinal chemistry [6] and a radio- and cryoprotective agent in
cell biology [7].

DMSO is often regarded as a prototypical dipolar aprotic solvent
[1]. It is characterized by a considerable dipole moment (3.96 D in
the gas phase [8]) and a large static permittivity (47 [9]). Its appli-
cability as a solvent is further expressed by moderate viscosity
(1.985 mPa s [10]) and a broad liquid range (18.5–190 �C
[11,12]). Accordingly, it is completely miscible with both water
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and numerous organic solvents [5] and many inorganic salts show
decent solubility in DMSO as well [13].

The structure of liquid DMSO was studied directly with X-ray
and neutron diffraction methods [14–17]. Hence, both the
intramolecular structure of the liquid, as well as the intermolecular
distances are experimentally well researched. The structure and
dynamics of liquid DMSO was also the subject of numerous com-
putational studies, namely quantum chemical calculations [18–
20,15], molecular dynamics (MD) simulations [18,21–23,15,24–3
0,16] and Monte Carlo (MC) studies [31,14].

Vibrational spectroscopy is a well established method for
studying the intermolecular interactions in molecular liquids
[32]. Accordingly, it was often applied for elucidating the nature
of intermolecular couplings in liquid DMSO. The detailed assign-
ment of fundamental vibrations of DMSO has been available for
some time [33–35]. To date, both infrared (IR)
[18,36,37,33,38,39,34,35] and Raman spectroscopy [19,40–
42,33,43,44] were used to unravel the intermolecular interactions
in liquid DMSO either in the entire IR range or for selected funda-
mental bands only. Several of those previous investigations con-
cerned the estimation of the degree of molecular association
(primarily dimerization) in liquid DMSO [18,38–41,43]. While
vibrational spectra were often interpreted in terms of discrete
component bands stemming from well defined associates, the
results of other methods, primarily dielectric relaxation, are incon-
clusive and hint at a lack of strong orientational correlations in liq-
uid DMSO [45–50].

In the search for a molecular level description of the dipolar
couplings that ultimately underlie the intermolecular part of the
IR spectrum, computational spectroscopy based on rigorous parti-
tioning of the system’s dipole moment into discrete fragments
offers an unsurpassed explanatory power [51–54]. The more
advanced smooth decomposition schemes for dipole moments cur-
rently available were instrumental in deciphering the spatial corre-
lations modulating the IR spectrum of liquid water [51,52]. We
have recently demonstrated that this formalism is fully transfer-
able to anisotropic molecular liquids [55,56]. The simulation tool
of choice in such investigations is definitively ab initio molecular
dynamics (AIMD) that combines quantum mechanical representa-
tion of the electron density with the nuclei trajectories determined
according to the classical laws of motion [57]. Although AIMD has
been the state of the art in liquid water simulations for the last two
decades [58], the increased demand on computational resources
dramatically limited its applicability in the studies of larger molec-
ular solvents. Nevertheless, the investigations of polar aprotic sol-
vents and other complicated liquid systems with AIMD simulations
are currently an emerging area of computational studies
[55,56,59–62].

Recently, we demonstrated the usefulness of computational
spectroscopy for the purpose of decomposition of IR spectra into
well-defined intermolecular contributions on the example of liquid
c-butyrolactone (GBL) [55,56]. Herein, we report on a follow-up
study aimed at deciphering the cross-correlations in the IR spectra
of liquid DMSO. Although its aqueous mixtures were the subject of
AIMD investigations in the past [63,36,64,65], the neat liquid was
studied only once in a system of a very limited size [36]. This work
undertakes a comprehensive analysis of the measurable IR spec-
trum of liquid DMSO at ambient conditions in terms of the
distance-dependent and spatially resolved IR spectra that provide
a molecular level explanation for the spectral modulations from
the monomolecular approximation up to the bulk limit. Addition-
ally, we propose a novel application of the generalized two-
dimensional (2D) correlation spectroscopy (2D-COS) [66] that
enables a more meaningful comparison of the distance-
dependent IR response at different spectral regimes and allows
2

for a classification of the fundamental bands into discrete sets dif-
fering with respect to the IR response modulation. Once again, it is
conclusively demonstrated that moderately associated molecular
liquids with short-range structure dominated by dipole–dipole
interactions display complicated IR spectral patterns when seen
from the spatially resolved perspective.

Spectral analysis methodology

In the framework of linear response theory, the linear absorp-
tion coefficient of a system is calculated as a Fourier transform
(FT) of the total dipole moment time correlation function (TCF)
[67–69],

aðxÞ ¼ FðxÞ
Z 1

�1
dte�ixt Mðt0 þ tÞMðt0Þh i; ð1Þ

where . . .h i denotes an ensemble average and FðxÞ is the quantum
correction prefactor to the classical total dipole moment TCF [68]. It
is often preferable to work with the origin-independent total dipole
moment derivative, _M, however, since true dipole velocities are
usually not available, it must be approximated in practice by taking
finite differences, _M � dM=dt, where dt is the time step of the dipole
moment trajectory.

We would like to formally decompose the total dipole moment
from Eq. (1) into discrete molecular dipole moments, i.e.,

M ¼PN
i¼1li. Using the maximally localized Wannier functions

(MLWFs) formalism [70], such an unambiguous partitioning in
the condensed phase is made possible [71]. The desired molecular
dipole moments are then obtained classically by summing over
positive nuclei and negative MLWF centers within a molecule.
We note in passing that alternatives to the computationally expen-
sive orbital localization exist, such as the Voronoi tessellation of
the electron density of the system [72].

Our initial simple decomposition scheme allows to separate the
intra- and intermolecular contributions to the IR spectrum.
Namely, the TCF from Eq. (1) can be rewritten as

Mðt0 þ tÞMðt0Þh i ¼ PN
i¼1

liðt0 þ tÞ PN
i¼1

liðt0Þ
� �

¼PN
i¼1

liðt0 þ tÞliðt0Þ
� �þPN

i¼1

P
j–i

ljðt0 þ tÞliðt0Þ
D E

;

ð2Þ

and the intra- and intermolecular terms in the IR spectrum can then
be explicitly separated as,

aðxÞ ¼ FðxÞR1
�1dte�ixtPN

i¼1
liðt0 þ tÞliðt0Þ
� �

þFðxÞR1
�1dte�ixtPN

i¼1

P
j–i

ljðt0 þ tÞliðt0Þ
D E

¼ amolðxÞ þ a�ðxÞ:

ð3Þ

In Eq. (3), the a�ðxÞ term contains contributions from all other
molecules than the tagged one. However, if a certain molecule in
the system is distinguished, it is often important to know how its
immediate environment modulates its IR spectrum. We may there-
fore demand that the dipole moment summation includes only the
neighboring molecules. This approach requires the definition of a
distance-dependent local dipole moment as [52],

lR
i ðtÞ ¼ NR

i ðtÞ liðtÞ þ
X
j–i

PijðtÞljðtÞ
 !

; ð4Þ
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where PijðtÞ is a cutoff function ensuring the continuity of the dipole
moment of the jth molecule when crossing the boundary of a sphere
with radius Rc and center in the center of mass (CoM) of the distin-
guished molecule i, while NR

i ðtÞ is the normalization factor (nor-
malizing the IR intensity to a single absorbing molecule). The
cutoff function is a logistic function,

PijðtÞ ¼ 1þ exp RijðtÞ � Rc
� �

D�1
h in o�1

; ð5Þ

where RijðtÞ is the CoM separation of molecules i and j at time t. This
function selects in a continuous manner the molecules j contained
within the sphere with radius Rc , wherein PijðtÞ ¼ 1 for RijðtÞ � Rc

and PijðtÞ ¼ 0 for RijðtÞ � Rc . The width of the transition between
the two limiting values is governed by the sharpness parameter
D. The normalization factor is taken as,

NR
i ðtÞ ¼ 1þ

X
j–i

P2
ijðtÞ

 !�0:5

: ð6Þ

Finally, Eq. (4) allows for a definition (summing over identical refer-
ence molecules) of the distance-dependent absorption coefficient
as,

aRðx;RcÞ ¼ FðxÞ
XN
i¼1

Z 1

�1
dte�ixt lR

i ðt0 þ tÞlR
i ðt0Þ

� �
: ð7Þ

The limiting values of the normalization factor PijðtÞ guarantee that
Eq. (7) possesses two important limits: (1) when Rc ! 0, then
aRðx;RcÞ ! amolðxÞ and (2) when Rc ! 1, then aRðx;RcÞ ! aðxÞ.
However, in the most interesting intermediate regime, where Rc is
on the order of intermolecular separation in the liquid, aRðx;RcÞ
probes distinct responses of successive solvation shells of the
tagged molecule.

The distance-dependent IR spectrum can display variable signal
modulations with increasing Rc depending on the chosen probing
frequency xp. Therefore, different fundamental bands of the stud-
ied liquid show sometimes divergent IR response modulation [52].
In search for the common trends in aRðxp;RcÞ at selected probing
frequencies corresponding to the positions of the fundamental
bands of DMSO, we apply here the techniques of the generalized
2D correlation spectroscopy, as outlined in Ref. [66]. Namely, we
calculate and analyze the synchronous and asynchronous 2D corre-
lation spectra as,

Uðx1;x2Þ ¼ 1
r � 1

a
�Rðx1ÞTa

�Rðx2Þ; ð8Þ

Wðx1;x2Þ ¼ 1
r � 1

a
�Rðx1ÞTNra

�Rðx2Þ; ð9Þ

respectively, where a
�RðxpÞ is a vector constructed from the

distance-dependent IR spectra at the probing frequency xp and at
r discrete increasing Rc values, while Nr is the Hilbert–Noda trans-
formation matrix of rank r [66].

The physical significance of the Uðx1;x2Þ intensity lies in rep-
resenting the coincidental changes of two discrete spectral inten-
sity variations observed at x1 and x2 within the studied range of
the external variable (here, the cutoff radius). On the other hand,
the asynchronous intensity Wðx1;x2Þ represents out of phase
spectral intensity changes at x1 and x2, thus providing useful
information on the sequential order of events observed by the
spectroscopic technique along the external variable.

The synchronous and asynchronous spectral maps reveal the
existence of correlations and anticorrelations between different
vibrational excitations, but lack direct information about coupling
of vibrational response to the underlying perturbation variable.
Whenever such information is desired, the spectral analysis by
the moving-window two-dimensional (MW2D-COS) correlation
3

spectroscopy [73,74] can be used to visualize a spectral map
spanning the frequency and external variable axes, as opposed
to the frequency vs frequency spectrum obtained in generalized
2D-COS. In a nutshell, the idea of this method is the calculation
of the power spectrum Uðx;xÞ, i.e., the diagonal of the syn-
chronous correlation spectrum, based not on the entire data set,
but on a moving window selected along the perturbation direc-
tion. The projection of the power spectrum of a windowed data
set vs the external variable gives rise to the MW2D-COS intensity
map,

UAðx;Rc;iÞ ¼ 1
2m

Xiþm

j¼i�m

aRðx;Rc;jÞ2; ð10Þ

calculated in a window of 2mþ 1 spectra. Generally, the MW2D-
COS intensity is proportional to the squared perturbation derivative
[75],

UAðx;RcÞ / @aRðx;RcÞ
@Rc

� 	2
: ð11Þ

Consequently, it is always positive and is particularly well suited to
analyze peak shifts in IR spectra, also in the case of non-linear
response to the external variable.

The nature of spectral changes around the distinguished mole-
cule may be represented from a conceptually different approach by
abandoning the discrete total dipole partitioning as in Eq. (2) and
instead projecting the total dipole moment on a regular spatial grid
r using a continuous dipole density,

qlðt; rÞ ¼
XN
i¼1

liðtÞ
1

2pr2ð Þ1:5
exp � RiðtÞ � rð Þ2

2r2

" #
; ð12Þ

where RiðtÞ is the CoM position of molecule i at time t and r is the
standard deviation of the three-dimensional (3D) Gaussian projec-
tion of the molecular dipoles on the grid [51,52]. The total dipole
moment may then be recovered by integration, MðtÞ ¼R
d3rqlðt; rÞ. By choosing the origin of the grid at the CoM of a

tagged molecule, fixing the local molecular reference frame, and
summing over equivalent solvent molecules, we may write by anal-
ogy to Eq. (2),

Mðt0 þ tÞMðt0Þh i ¼ PN
i¼1

liðt0 þ tÞ PN
i¼1

liðt0Þ
� �

¼ N
PN
i¼1

liðt0 þ tÞ lref ðt0Þ
� �

¼ N
R
d3rqlðt0 þ t; rÞ lref ðt0Þ

D E
:

ð13Þ

Using this smoothly spatially decomposed total dipole moment TCF
in Eq. (1) leads to,

aðxÞ ¼ FðxÞ NR1
�1dte�ixt

R
d3rqlðt0 þ t; rÞ lrefðt0Þ

D E
¼ R d3rFðxÞ NR1

�1dte�ixt qlðt0 þ t; rÞ lrefðt0Þ
D E

¼ R d3raðx; rÞ;

ð14Þ

where the spatially resolved IR spectrum, aðx; rÞ, enables detailed
analysis of the correlated oscillations of molecular dipoles in the
studied liquid from the point of view of a reference molecule. The
resulting spectral intensity at r can be positive, indicating locally
correlated oscillations of the molecular dipole density which lead
to increased IR absorption by the sample, as well as negative, signi-
fying locally out-of-phase oscillations which contribute to
decreased IR absorption [51].

http://mostwiedzy.pl
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The discussed concept is distinctly related to the spatial corre-
lations in the atomic density as observed in the spatial distribution
function (SDF) [76],

NðrÞ ¼ q
Z

d3rgðrÞ; ð15Þ

that is also defined in the local molecular reference frame. Analysis
in terms of SDFs provides valuable insight into the structure of
molecular liquids [77,76,78].
Computational Methods

Static density functional theory (DFT) calculations were per-
formed with the ORCA program system (v. 3.0.3) [79]. The standard
BLYP functional [80,81] augmented with the empirical DFT-D3 dis-
persion correction [82] was applied, together with the def2-TZVPP
basis set [83,84]. Tight energetic criteria were imposed throughout
(10�8 hartree for the self consistent field convergence and 10�6

hartree for the geometry optimization). The geometry optimization
of a DMSOmonomer was followed by standard vibrational analysis
via Hessian diagonalization.

AIMD simulations [57] were performed following the protocol
previously established for liquid GBL [56,55]. The simulations were
carried out using the QUICKSTEP electronic structure module [85]
based on DFT and implemented in the CP2K package (v. 2.7)
[86,87]. We used the BLYP functional [80,81] together with the
DFT-D3 empirical dispersion correction [82] in order to better
account for dispersion interactions in the liquid. QUICKSTEP is based
on a combined Gaussian atomic orbitals with plane waves (GPW)
representation of the electronic structure [88] and we used a
TZV2P basis set for atomic orbitals coupled with the auxiliary plane
wave expansion up to a 500 Ry cutoff. Core electrons were repre-
sented by norm-conserving GTH pseudo potentials [89]. The cutoff
for the DFT-D3 correction was set to 18 Å.

The studied system was composed of 38 DMSO molecules and
was contained in a cubic cell with periodic boundary conditions
imposed and with edge length set to reproduce the experimental
density of the liquid at T ¼ 298:15 K (1095.2 kg m�3 [10]), that is
L � 16:51 Å. The starting molecular configuration was generated
using PACKMOL [90]. The system was initially equilibrated in the
canonical (NVT) ensemble for 25 ps with a time step of 0.5 fs using
massive Nosé–Hoover chain thermostatting for temperature stabi-
lization [91]. The time constant of the thermostat was set to
2000 cm�1 (� 16:67 fs). An elevated temperature, T ¼ 360 K, was
used to mimic liquid dynamics in standard conditions. Such empir-
ical rescaling is often applied to avoid the temperature underesti-
mation that is usually associated with DFT-based simulations of
the liquid state with GGA functionals [92,93]. This particular choice
of temperature adequately reproduced liquid GBL diffusion at stan-
dard conditions [56] and also provides an excellent estimate of liq-
uid DMSO diffusion, vide infra.

After the equilibration run, the canonical simulation was con-
tinued and 32 statistically independent initial conditions were sub-
sequently sampled every 5 ps from it in order to initialize
microcanonical (NVE) trajectories with 20 ps length each. During
the NVE runs, the centers of maximally localizedWannier functions
were computed every 4 trajectory steps (2 fs) and molecular dipole
moments were obtained based on the Wannier function centers.

The distance-dependent IR spectra were calculated according to
the equations presented in Section 2 using the sharpness parame-
ter D ¼ 0:25 Å and at cutoff radii Rc ¼ 0:1–8:2 Å increasing in 0:1 Å
steps. For the spatially resolved IR spectra, r ¼ 0:4 Å and a cubic
grid of 31� 31� 31 points (grid spacing �0.55 Å) were used for
the dipole density projection, Eq. (12). All spectra were smoothed
by passing through a Gaussian filter with 5 cm�1 width. Numerical
4

Kramers–Kronig transform was applied to remove the refractive
index dispersion effects in the IR spectra [94], using the experi-
mental refractive index of DMSO, nD ¼ 1:4765 [95]. In order to
obtain canonical averages, all observables were averaged over the
32 NVE trajectories [96]. The FITYK software was used for numerical
fits [97]. All isosurface plots were prepared with VMD [98].
Results and discussion

Structure and dynamics of liquid DMSO

The structure of liquid DMSO is well known from diffraction
experiments [14–17]. In order to assess the accuracy of the present
simulations, we compare the most important intra- and inter-
molecular distances to the recent experimental data in Table 1.
Our results are clearly in excellent agreement with experiment,
with the two notable exceptions of the C. . .O and O. . .H pairs. How-
ever, the C�H. . .O contacts, albeit weakened, are still important in
the simulated liquid, as discussed below. Overall, the DMSO mole-
cule displays a trigonal pyramidal structure (Cs point group), in
accordance with numerous experimental and computational stud-
ies [18–20,14–17]. The average CSC angle is 96.5�, while the CSO
angles are 106.5�.

Most notably, the MLWF representation of the electronic struc-
ture delivers an elegant pedagogical illustration of the strongly
polarized character of the S+?O� bond and the sp3 hybridization
of sulfur, see Fig. 1. The single bond character of the S�O bond is
supported by natural bond orbital (NBO) analysis [20]. The sp3

hybridization of both S and O atoms was previously found in
MLWF analysis of DMSO–water clusters [64]. The strong polariza-
tion of the S�O bond gives rise to a considerable dipole moment of
liquid DMSO. The gas phase monomer value (3.96 D [8]) is substan-
tially increased to 5.72 D in our simulations, where the molecular
dipole moment distribution is Gaussian with a standard deviation
equal to 0.48 D. We note here that water induces even stronger
polarization and raises the dipole moment of hydrated DMSO up
to 7.4 D [64,63]. Another notable feature seen in Fig. 1 is the rela-
tive rotational freedom of the methyl groups (evident from the
spread of the lobes representing the C�H bonding orbitals). How-
ever, the hydrogen atoms are seen to not rotate completely freely,
but rather in jumps about three equivalent sites, as inferred previ-
ously from neutron diffraction data [16].

Cyclic hydrogen bonded (H-bonded) dimers are well known to
be the most stable molecular arrangements in (DMSO)2
[18–20,15]. As noticed above, the O. . .H intermolecular distance
has on average �0.3 Å higher value in the present AIMD simula-
tions than in experiment [15] suggesting that the C�H. . .O hydro-
gen bond contacts are slightly weakened. Nevertheless, the
potential well for the possible H-bonds is certainly present in our
simulations as evident from Fig. 2, where a 2D radial distribution
function (RDF), gðr; bÞ, in the plane spanned by the intermolecular
C. . .O distance and the angle between the C. . .O and C�H vectors is
shown. The 2D RDF contour is directly transferable to the potential
of mean force (PMF) for the respective interaction via [99],

Wðr;bÞ ¼ �kBT ln gðr;bÞ; ð16Þ
so that the isolines in Fig. 2 show the underlying PMF measured in
units of thermal energy kBT. The global minimum of the PES is
�2:3kBT and there is a sizable basin where the attractive potential
is greater than the thermal energy at r < 3:9 Å and b < 35	. Accord-
ingly, we define a smooth contour—a combination of two ellipses
with different semi-minor axes—that delineates the region of H-
bond existence. Note that since we only consider configurations
more stable than kBT we effectively count ‘‘thermally stable” H-
bonds only.

http://mostwiedzy.pl


Table 1
The comparison of AIMD simulations results with the experimentally determined mean bond distances (r/ Å) and coordination numbers (N) in liquid DMSO.

Pair AIMD (this work) Experimental [15]

r N r N

Intramolecular
S=O 1.53 1.0 1.52 1.0
S�C 1.85 2.0 1.85 2.0
C�H 1.09 3.0 1.07 3.0
O. . .C 2.73 2.0 2.61 2.0
C. . .C 2.77 1.0 2.68 1.0
Intermolecular
S. . .S 5.29 13.6 5.26 13.8
S. . .O 4.57 4.9 4.58 5.1
C. . .S 4.27 3.5 4.07 3.5
C. . .O 3.39 2.7 2.96 3.0
O. . .H 2.47 4.3 2.15 3.0

Fig. 1. Average internal structure of a DMSO molecule in liquid DMSO: red –
oxygen, yellow – sulfur, cyan – carbon, and gray – hydrogen. The green lobes show
the spatial distribution of the MLWF centers in the reference frame defined by the
molecule. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

Fig. 2. Two-dimensional radial distribution function, gðr; bÞ, in liquid DMSO for r
equal to the intermolecular C. . .O distance and b equal to the angle between the
C. . .O and C-H vectors, plotted on a logarithmic scale as � ln gðr; bÞ. Thin white line
denotes the smooth cutoff region for C-H. . .O hydrogen bond existence.
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Even though the accepted criteria are quite strict, the degree of
instantaneous hydrogen bonding in liquid DMSO is considerable.
On average, every O atom accepts 1.74 H-bonds. However, the frac-
tion of 3- or even 4-coordinated oxygens is non-negligible, as
clearly seen in Fig. 3. This further suggests that an extensive net-
work of C�H. . .O H-bonds governs the local ordering in liquid
DMSO. In order to picture also the dynamical nature of this
H-bonded network, we resort to the continuous hydrogen bond
correlation function that can deliver the lower bound of the mean
H-bond persistence time [100]. Briefly, let us define an H-bond
population operator, hðtÞ, that is equal to 1 if a particular tagged
pair of DMSO molecules is H-bonded at time t and 0 otherwise.
Simultaneously, its continuous counterpart, HðtÞ, is equal to 1 only
if the tagged pair is H-bonded continuously in the time period ½0; t
.
The latter operator lets us define a TCF, CðtÞ, the integral of which
evaluates to the above-mentioned mean H-bond persistence time
as [100],

sHB ¼
Z 1

0
dt CðtÞ ¼

Z 1

0
dt hð0ÞHðtÞh i= hh i; ð17Þ

where . . .h i denotes an ensemble average over all bonds present at
time t ¼ 0. The CðtÞ function for the studied system is shown in
Fig. 3 and the average value of the resulting H-bond persistence
time for liquid DMSO obtained from Eq. (17) is 0.12 ps. Even though
5

by definition it is the lower bound of the true H-bond lifetime [100]
and the employed H-bond existence criteria are quite strict, it is still
an order of magnitude longer than the characteristic time of the
mC�H stretching vibration located at 3000 cm�1 [33,34]. Conse-
quently, the H-bonds are expected to be long-lived enough to alter
the IR response in the mC�H range.

Finally, to gain confidence that our increased temperature sim-
ulations really represent liquid DMSO at ambient conditions, we
estimate its self-diffusion coefficient from the Einstein relation,

D ¼ 1
6
lim
t!1

Dr2ðtÞ� �
t

; ð18Þ

where Dr2ðtÞ ¼ rðtÞ � rð0Þj j2 is the mean square displacement
(MSD) of the molecular center of mass. While AIMD simulations
are frequently too short to reliably estimate the self-diffusion coef-
ficients of liquids [101], taking advantage of the long aggregated
simulation time in the present study allows us to reliably estimate
the value of D, as evidenced by the time evolution of the right hand
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side of Eq. (18) which is plotted in Fig. 4. The limiting value of the
self-diffusion coefficient seems to have been reached, indicating
that our sampling is long enough to give meaningful statistics.
The converged value, D ¼ 0:79� 0:06ð Þ � 10�9 m2 s�1, is in excellent
agreement with the experimental one, 0:73 � 10�9 m2 s�1 [102].
Thus, the translational mobility of DMSO molecules is fully repre-
sentative of the liquid at ambient conditions.

Another important parameter reflecting the mobility of the liq-
uid molecules is the rotational correlation time, which was exten-
sively studied for liquid DMSO, both experimentally and
computationally (see Ref. [23] for a review). Orientational relax-
ation is described by the TCF of molecular orientation,

ClðtÞ ¼ Pl uð0ÞuðtÞ½ 
h i; ð19Þ
where Pl is the Legendre polynomial of rank l and u is a unit vector
along the chosen molecular axis [23]. In particular, l ¼ 2 is relevant
for comparison with NMR experiments. The second rank rotational
correlation time is then obtained by integration, s2 ¼ R1

0 dt C2ðtÞ.

6

The time evolution of the respective integral is shown in Fig. 4,
where u has been chosen to be the direction of the S=O vector in
the DMSO molecule. While it is apparent that the limiting value
of s2 has not yet been reached on the time scale of the present sim-
ulations, our tentative estimate of �4 ps (assuming exponential rise
to the limiting value) appears to be in good agreement with NMR
measurements that yield 5.2 ps for 17O and 3.7 ps for 33S [103].
Most computational predictions give values in this range [23].
Therefore, we may be reasonably confident that not only transla-
tional, but also rotational mobility of liquid DMSO is faithfully cap-
tured by our AIMD simulations, which is an excellent predictor for
the validity of the more intricate IR spectra decompositions that
follow.
Distance-dependent modulation of IR spectrum of liquid DMSO

In order to set the stage for the spatial decomposition schemes
outlined in Section 3 we first assess the relative proportion of the
intra- and intermolecular terms in the IR spectrum, cf. Eq. (3). As
seen in Fig. 5, the contribution of the a�ð~mÞ term is certainly non-
negligible and amounts to �30% of the total IR intensity across
the mid-IR range, even more than in the case of GBL [55]. Although
in contrast to liquid water [52,51] no band shape changes or posi-
tion shifts are immediately noticeable between amolð~mÞ and the
bulk IR spectrum, the intensity increase that must be accounted
for by the intermolecular spectrum is nevertheless substantial.

To facilitate easier comparison with available experimental data
and simplify the discussion, we assigned the bands visible in the
calculated IR spectrum to the fundamental vibrations of DMSO,
based on proximity to experimental bands and relative intensity,
see Table 2. Although the bands in the computed IR spectrum are
displaced with respect to the experimental ones, the magnitude
of the error is well within the limits of AIMD investigations of IR
spectra with GGA-based functionals [55,104]. Note that the spectra
shown in Fig. 5 have been scaled neither by any empirical scale fac-
tor nor by an intensity multiplier.

The distance-dependent IR spectra observed from the point of
view of a tagged molecule in an isotropic liquid illustrate, how
the IR response changes from the purely intramolecular contribu-
tion up to the bulk limit [52]. They can also unravel the details of
the characteristic spectral influence of the central solute on the
surrounding solvent [56,94]. The distance-dependent spectra at

http://mostwiedzy.pl


Table 2
Calculated and experimentally observed fundamental IR frequencies (~m/ cm�1) and
the band assignments for liquid DMSO

Assignmenta AIMD (this work) Experimental [33]

msC�H; m
a
C�H 2960, 3060 2905, 2991

daCH3
1425 1419

dsCH3
1295 1311

mS¼O 985 1070
qCH3

915 1032
msC�S�C; m

a
C�S�C 570, 595 670, 700

dC�S�C 365 383
sC�S�C 315 335
Network modes 100 —

a Notation: msC�H; m
a
C�H – symmetric and asymmetric stretching mode of CH3

groups, daCH3
; dsCH3

– asymmetric bending and umbrella mode of CH3 groups, mS¼O –
S=O stretching mode, qCH3

– rocking mode of CH3 groups, msC�S�C; m
a
C�S�C – sym-

metric and asymmetric C-S-C stretching mode, dC�S�C; sC�S�C – C-S-C bending and
twisting modes [33].

Fig. 6. Distance-dependent IR spectrum of liquid DMSO shown for Rc ¼ 2 Å (red), 4
Å (blue), 6 Å (green) and 8 Å (black). Spectral intensity in the range of mS¼O and qCH3

fundamental vibrations was scaled by 0.2 to facilitate comparison of different
spectral regions. Inset shows the C-H stretching vibrations region. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

Fig. 7. The modulation of the distance-dependent IR spectrum of liquid DMSO with
increasing cutoff distance for the mS¼O (red), qCH3

(blue), daCH3
(green), and msC�H (pink)

bands. Spectral intensity at each Rc is scaled by the intensity at Rc ! 0 (i.e., the
single molecule limit of the IR spectrum). See Table 2 for band assignments. The
radial distribution function based on the center of mass separation between DMSO
molecules (black dashed line, right ordinate) is shown for reference. (For interpre-
tation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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selected cutoff radii—measured from the CoM of the distinguished
molecule as defined in Eq. (4)—are presented in Fig. 6.

It is readily visible that the spectral intensity at any probe
wavenumber ~m generally increases with the cutoff radius Rc . How-
ever, this modulation is often non-monotonous and can vary
between different spectral regions. Exemplary dependences of
the aRð~m;RcÞ spectrum on Rc at probe wavenumbers corresponding
to the important bands of liquid DMSO (cf. Table 2) are shown in
Fig. 7. A quick comparison to the course of the CoM–CoM RDF
included in the figure reveals that the distance-dependent IR spec-
trum is most heavily modulated by the reference molecule’s near-
est neighbors. The monotonously increasing C�H stretching band
intensity is rather an exception, as most bands in the spectrum
are characterized by a prominent dip in spectral intensity at
Rc � 4:5 Å.

In order to disentangle the mutual relations between the band
intensities, we apply the principles of generalized 2D-COS [66] to
the spectral series of aRð~m;RcÞ spectra with increasing Rc . The
resulting spectral intensity maps up to 1600 cm�1 are shown in
Fig. 8. Since the spectra shown in Fig. 8 are dominated by the
mS¼O and qCH3

auto- and cross-correlations, in the Supplementary
Material we additionally offer the same figure, but with the two
mentioned bands removed and the other signals artificially
7

enhanced in order to aid in the discussion of the respective corre-
lation peaks (see Fig. S1). The correlations maps involving the C-H
stretching vibrations are likewise shown in the Supplementary
Material (see Fig. S2 and S3 for near-diagonal and off-diagonal cor-
relations, respectively). Because the meaning of positive and nega-
tive correlations in the synchronous spectra differs from the
asynchronous ones, we discuss these cases separately.

When looking at the synchronous spectrum of liquid DMSO, one
immediately sees that the mS¼O and qCH3

bands dominate the auto-
correlation spectrum on the diagonal line. This is simply related to
their much higher intrinsic intensity as compared to other bands in
the IR spectrum (cf. Fig. 5). Similarly, the vast majority of the off-
diagonal peaks also show positive intensity. This generally means
that the spectral intensity at the two given wavenumbers changes
in a synchronous manner [66]. One very important exception is the
dsCH3

umbrella mode, which is consistently negatively correlated
with all other spectral signals. This desynchronized nature of the
distance modulation of the umbrella mode is unique among the
observed bands. Apparently, the intramolecular contribution (i.e.,
the amolð~mÞ spectrum) responds very differently to intermolecular
interactions in this spectral range than in all other ranges.

Examination of the synchronous correlations involving the mC�H

stretching vibrations leads to similar conclusions. The off-diagonal
correlations with the lower frequency part of the IR spectrum
reveal overwhelmingly positive signals with the sole exception of
the cross-correlation with the dsCH3

band (see Fig. S3). On the other
hand, the synchronous 2D-COS spectrum within the mC�H range
itself is reminiscent of the case of two coupled bands which inten-
sity co-evolves in a correlated manner (see Fig. S2) [105].

Furthermore, several pairs of closely located bands are seen to
be strongly correlated as evidenced by the presence of well defined
correlation squares in the synchronous spectrum. This concerns in
particular the dC�S�C þ sC�S�C; msC�S�C þ maC�S�C and, most notably, the
mS¼O þ qCH3

pairs (see Fig. S1 in the Supplementary Material for an
overview of the fine details of the weaker intensity parts of 2D-COS
spectra). Moreover, the daCH3

band reveals a hidden structure com-
posed of at least two component bands as evidenced by the under-
lying correlation square in the synchronous spectrum. The shape of
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Fig. 8. (a) Synchronous and (b) asynchronous 2D IR correlation spectra based on distance-dependent IR spectra of liquid DMSO for Rc = 0.1–8.2 Å. Red shades denote positive
intensity, while negative intensity is shown in blue shades. The top and side panels show the spectrum for Rc ! 0 (i.e., the single molecule limit) for reference. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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the dsCH3
region is also non-trivial. The interpretation of these obser-

vations is discussed below, based on further data from the asyn-
chronous spectrum.

In contrast to the synchronous spectrum, the asynchronous one
can reveal the order of the changes in different spectral signals
observed with the changing external variable (here, the cutoff dis-
tance) [66]. It can also help identify the common spectral patterns
(such as band broadening or shifting) that frequently underlie the
complex signals detected in IR spectra [66,105].

We begin the discussion of the asynchronous spectrumwith the
analysis of the umbrella mode correlations, due to its unique char-
acter found in the synchronous spectrum. While the synchronous
cross-correlation peaks are consistently negative, the asyn-
chronous ones at ~m1 ¼ 1295 cm�1 are uniformly positive across
the mid-IR range. According to the sign conventions in 2D-COS,
this means that intensity changes at the dsCH3

band lag behind the
changes at other fundamental bands with increasing Rc [66].
Hence, the umbrella mode undergoes modulation that occurs at
greater Rc values than for other bands. A careful inspection of the
discussed band reveals also that the bulk of the correlation inten-
sity stemming from it actually traces back to a distinct shoulder at
ca. 1270 cm�1 that is present only in the intramolecular limit and
vanishes in the Rc ! 1 limit. The two sub-bands of the dsCH3

mode
are apparently not much correlated judging from 2D-COS maps.
Their identity is immediately seen from the vibrational analysis
of an optimized DMSO monomer. The two normal modes (here
found at 1266 and 1287 cm�1) are CH3 umbrella modes of a differ-
ent symmetry: while in the latter both CH3 groups of DMSO move
in a symmetric, in-phase manner, in the former their movement is
antisymmetric, i.e., they open and close in an out-of-phase fashion.
The antisymmetric component can be observed in the single mole-
cule limit of the IR spectrum of liquid DMSO, but its intensity gets
quenched by the environment thus leaving only the symmetric
umbrella mode in the bulk spectrum. This is perhaps the first
observation of such phenomenon, as the reverse situation is usu-
ally encountered (cf. the appearance of the longitudinal acoustic
H-bond mode in liquid water completely absent in the intramolec-
ular limit [52]).
8

Similarly to the symmetric CH3 bending, the daCH3
band also pre-

sents an interesting case. The signal in the synchronous 2D-COS
spectrum at the lower wavenumber edge of the band (� 1405
cm�1) bears a characteristic mark of an underlying band width
change—a central positive peak on the diagonal with four negative
satellite peaks in a cross-like pattern [66] (see Fig. S1). The accom-
panying asynchronous signal (the so-called ‘‘rotated four-leaf clo-
ver”) is imperfect due to the coupling with the higher
wavenumber edge of the band (� 1435 cm�1). The static vibra-
tional analysis again helps to resolve the underlying phenomena.
Just like the dsCH3

band, the daCH3
one is a combination of several nor-

mal modes that represent asymmetric CH3 bending in which both
methyl groups of DMSO move in an in-phase or out-of-phase man-
ner. The latter mode is yet again quenched by the molecular envi-
ronment, but since the two sub-bands are broader and thus more
overlapped than the umbrella modes, it manifests itself as band
narrowing rather than shoulder disappearance.

Further conclusions can be drawn also for the above mentioned
pairs of strongly correlated nearby bands (e.g., mS¼O þ qCH3

) based
on the asynchronous spectrum. They display an interesting
quadruplet of cross-like intensity patterns with two positive and
two negative signals each, perhaps best visible for the
dC�S�C þ sC�S�C pair. The asynchronous cross-correlation intensity
is pronounced in between the pairs of the strongly correlated
bands rather than at the positions of the cross peaks found in the
synchronous spectrum (cf. Figs. 8 and S1), so that each auto peak
and each cross peak shows a distinct pattern with the same fea-
tures (i.e., a cross-like quadruplet), leading to the overlap of signals
originating from the auto and cross peaks. A similar, although
heavily distorted pattern is visible in the asynchronous correlation
between the two mC�H bands of different symmetry, cf. Fig. S2.
Since this kind of 2D-COS pattern is not widely discussed in the lit-
erature of the subject [66,105], we analyze it with more scrutiny in
order to detect the underlying cause leading to these particular
intensity maps—see Supplementary Material for an in-depth docu-
mentation of this analysis, described in the following.

The model study is based on the aforementioned dC�S�C þ sC�S�C

pair of closely located and strongly coupled bands. In order to bet-
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ter analyze the changes in the spectra in this particular range, an
attempt was made to approximate the aRð~m;RcÞ spectral series with
an analytical curve. It turns out that the distance-dependent spec-
tra at all Rc are faithfully represented by two Pearson type VII pro-
files with a minimal fit residue (see Fig. S4). The decomposition of
the spectra into analytical bands enables a judicious examination
of the change of their parameters with increasing Rc , as seen in
Fig. S5. It turns out that the integral intensity of both bands raises
in an almost concerted manner starting at Rc � 3:5 Å and up to the
system size limit. On the other hand, the position at maximum of
these bands shows three distinct regimes: the short range one
(up to Rc ¼ 2:5 Å), in which it remains fixed for both analytical pro-
files as the spectrum is clearly dominated by the intramolecular
response of the reference molecule, the mid-range one (Rc = 2.5–
5.3 Å), in which the trends in the position shift are mostly oppos-
ing, and finally the long range one (Rc > 5:3 Å), where a concerted
redshift of positions at maximum can be observed. As seen in
Fig. S6 the reconstructed spectral series based on the analytical
profiles faithfully represents the shape of 2D-COS patterns
observed based on original data (cf. Fig. S1). However, the above
proposed separation of the distance regimes traces the observed
patterns in the synchronous and asynchronous spectra to different
underlying phenomena. As seen in Figs. S7 and S8, while the syn-
chronous spectrum pattern is determined by the mid-range part
of the spectral series, the asynchronous one is in turn shaped by
the long range regime. This dependence of the shape of 2D-COS
spectra on the considered range of the external variable was noted
previously [75]. The present very characteristic pattern in the
asynchronous 2D-COS spectra—which we trace back to two bands
simultaneously increasing in intensity and shifting in the same
direction—can have a diagnostic meaning in the interpretation of
2D-COS spectra in general. It is prevalent in the spectra obtained
here (see Fig. S1) and signifies that this particular coupling in
intensity–position change is common in closely located and
strongly coupled vibrational modes in liquid DMSO.

Concluding the analysis of the distance-dependent IR spectra,
we finally present the MW2D-COS intensity map constructed from
them using a window of 1 Å width, see Fig. 9. It helps to identify at
least three regimes in the Rc-dependence of the autocorrelation
spectrum. The first one spans roughly the 3–4.7 Å range and is con-
Fig. 9. Moving-window two-dimensional correlation spectrum based on distance-
dependent IR spectra of liquid DMSO for Rc = 0.1–8.2 Å using a windowwidth of 1 Å.
Darkening red shades denote increasing spectral intensity. The side panel show the
spectrum for Rc ! 0 (i.e., the single molecule limit) for reference. (For interpretation
of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

9

nected with strong intensity variations in most of the bands, nota-
bly the mS¼O þ qCH3

pair, the dCH3 bands and the THz mode at
�100 cm�1. While such distances are at the lower limit of the first
solvation shell in liquid DMSO, cf. Fig. 7, they are expected as the
mean CoM to H-bond center distance in the liquid. Thus, the rela-
tively weak C-H. . .O H-bonding is unsurprisingly again identified
as the major driving force behind the changes in the IR spectrum
across the entire mid-IR range. The second distance regime encom-
passes the 4.7–6.5 Å range and is connected with intensity changes
in most of the bands, particularly mS¼O, but is virtually absent in the
THz mode. This distance regime can also be viewed as the average
separation between the neighboring molecules in liquid DMSO, as
evidenced by the respective RDF (see Fig. 7)). At this distance
regime the vibrational response is expected to be shaped by the
direct dipole–dipole interactions between the neighboring mole-
cules, leading to a general strengthening of the IR intensity. Finally,
beyond the 6.5 Å boundary, the THz mode is again seen to increase
its intensity, while other bands undergo further modulation with a
slight intensity decrease between the first and the emergent sec-
ond solvation shell of the reference molecule. While this distance
regime eludes deeper analysis due to the system size limitation,
we can speculate that the nascent THz intensity reflects the slowly
building ‘‘mesoscopic” structure of the liquid beyond the first sol-
vation shell [106]. This phenomenon is further analyzed below in
connection to the spatially resolved IR spectrum of DMSO.
Spatially resolved IR spectrum of liquid DMSO

As demonstrated for water [51] and other molecular liquids
[55], the spatially resolved IR spectrum contributes to deeper
understanding of the nature of the dipolar couplings in the system
as seen from the point of view of the fixed reference molecule. By
selectively probing the frequencies of the fundamental bands, a
detailed picture of the intermolecular couplings in different spec-
tral regions can be obtained, in which distinct positive and nega-
tive spatial domains observed around the reference molecule
reflect the local (anti-) correlations with dipolar density in the
immediate surroundings. This added depth is particularly impor-
tant for anisotropic molecules with spatially varying local solvation
environments [55].

The spatially resolved IR spectra of liquid DMSO at selected
sampling wavenumbers (see Table 2) are shown in Fig. 10. The
respective spectra for all the normal modes visible in the IR spec-
trum of the liquid (see Fig. 5) are shown in the Supplementary
Material in Figs. S9–S11, as well as in the Supplementary Movie 1.

It is striking, how the intermolecular correlations underlying IR
spectra lead to distinct positive and negative spatial domains
unique to each fundamental vibration. Since the solvation environ-
ment of a reference DMSO molecule in the liquid is anisotropic, the
positive and negative features observed in the spatially resolved IR
spectrum may in principle correspond to specific intermolecular
interactions as revealed by SDFs. However, as seen in Fig. 11, the
observed spectral features do not obviously correspond to particu-
lar intermolecular contacts (see also Fig. S12 in the Supplementary
Material for further SDF data).

Focusing first on the dominant bands in the IR spectrum of liq-
uid DMSO (mS¼O and qCH3

), we find a somewhat similar picture of
positive regions located above and below the reference molecule
(as oriented in Fig. 10), as well as negative regions encircling the
molecule that in case of mS¼O coalesce into a single negative ‘‘belt”.
Examining the negative regions, a good degree of similarity may be
found to the SDF of O atoms that are located ‘‘equatorially” around
the reference molecule (see Fig. 11). On the other hand, the O atom
density positioned below the reference molecule is apparently cor-
related with positive intermolecular IR coupling. The other promi-
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Fig. 10. Spatially resolved IR spectrum of liquid DMSO at (a) ~m ¼ 985cm�1 (the mS¼O band), (b) ~m ¼ 915cm�1 (the qCH3
band), (c) ~m ¼ 1425cm�1 (the daCH3

band), and (d)
~m ¼ 1295cm�1 (the dsCH3

band). The reference frame is defined by the central molecule (hydrogen atoms not shown) and the intramolecular contribution at the origin is
removed for clarity. Red surfaces indicate positive correlations, while blue surfaces denote negative ones. Each isosurface is plotted at�30% of the maximum cross correlation
intensity.

Fig. 11. Spatial distribution function around the reference DMSO molecule in liquid
DMSO of O atoms (red surface) and C atoms (cyan surface) of other molecules. The
reference frame is defined by the central molecule (hydrogen atoms not shown) and
the surfaces represent gðrÞ ¼ 2:5. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)
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nent positive domain located above the reference molecule seems
to be related to the locally increased C atoms density. Thus, the sig-
nificant degree of C�H. . .O hydrogen bonding in liquid DMSO is
largely responsible for increased IR absorption of the discussed
fundamental bands. It is worth noting that the positive domains
in the spatially resolved IR spectrum of the maC�H band follow the
same pattern, further strengthening the hydrogen bonding inter-
pretation (cf. Fig. S8).
10
The CH3 bending modes that displayed their unique character in
2D-COS analysis as discussed above are characterized by a very dif-
ferent picture of spatial correlations. As seen in Fig. 10, both the
daCH3

and the dsCH3
bands show specific spatial patterns that escape

trivial comparison with spatial atomic density. In the case of the
umbrella mode, although the negative feature ‘‘above” the refer-
ence molecule, as well as the positive one below, are strictly corre-
lated with increased O atoms density, the two positive domains to
the sides are unrelated to any signal detected in SDFs. On the other
hand, the unique spatial pattern of the daCH3

band cannot be com-
pared to any of the examined atomic densities. Consequently, the
local dipolar correlations when observed with high spatial resolu-
tion go beyond the local correlations in atomic density and rather
reflect the dipolar response modulation at specific frequencies by
the solvation environment. It is worth noting that the symmetric
and antisymmetric components of the daCH3

band are characterized
by qualitatively the same spatial response (see Fig. S8), however, in
the case of the antisymmetric mode that manifests in the distance-
dependent spectra as a slowly vanishing shoulder the negative cor-
relations are much more pronounced than for the symmetric one.

Finally, the THz mode at �100 cm�1 that in the liquid phase
reveals the ‘‘mesoscopic” nature of correlated molecular motion
[106] is surprisingly only somewhat related to the SDF of CoMs
of neighboring molecules. This can mean that only a subset of
the first solvation shell DMSO molecules contributes meaningfully
to the observed absorption increase of this ‘‘cage” mode when
going from the intramolecular to the bulk limit. Unlike in liquid
water, where hydrogen bonding is ultimately responsible for shap-
ing the spatial correlations in the longitudinal acoustic mode [51],
the C�H. . .O hydrogen bonding in DMSO is much weaker, but still
able to imprint the spatial response of the ‘‘cage” mode as the
shape of the spatial pattern seems to reflect the position of weakly
hydrogen bonded DMSO molecules.
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Conclusions

DMSO, a very important water-miscible solvent, is character-
ized by a considerable degree of intermolecular interactions as
revealed by lengthy AIMD simulations. Both the structure and
dynamics of liquid DMSO are faithfully represented by the applied
computational approach as emphasized by detailed comparison to
the relevant experimental data. Most importantly, DMSO shows a
non-negligible intermolecular term in the IR spectrum of the liquid
phase. While the transition from the intramolecular to the bulk
limit seems to be predominantly a spectral intensity increase, the
fine details of this process can be observed using the novel spectral
decomposition techniques. Distance-dependent spectra that allow
the detailed observation of spectral intensity unfolding with
increasing correlation radius are an invaluable tool for this pur-
pose. Here, the interpretative power of these spectra is effectively
strengthened by harnessing the possibilities offered by generalized
two-dimensional correlation spectroscopy. Most importantly, we
demonstrate unequivocally that specific weak vibrational
modes—notably CH3 bending ones—observable in the intramolecu-
lar limit are suppressed by the solvation environment of a DMSO
molecule and thus escape detection in the bulk phase IR spectra.
This remains in stark contrast to the previously studied liquids,
notably H2O, where the appearance of new vibrational bands
accompanied the transition from the intra- to the intermolecular
limit. Furthermore, the spatially resolved IR spectra of liquid DMSO
reveal the non-trivial character of positive correlations and nega-
tive anti-correlations of molecular dipoles that is only indirectly
related to the correlations in atomic densities as captured by the
relevant SDFs. Certainly, the extent of these correlations goes
beyond the dimerization approximation that was previously fre-
quently used to interpret the IR spectrum of liquid DMSO. To
sum up, due care must be taken when interpreting IR spectra of
even weakly associated molecular liquids, as the intermolecular
correlations can shape the measured spectra in a non-negligible
and non-trivial manner.
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