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#### Abstract

We consider the problem of searching for a mobile intruder hiding in a road network given as the union of two or more lines, or two or more line segments, in the plane. Some of the intersections of the road network are occupied by stationary guards equipped with a number of searchlights, each of which can emit a single ray of light in any direction along the lines (or line segments) it is on. The goal is to detect the intruder, that is, to illuminate its location. Guards may alter the direction in which they aim a searchlight, but need to switch it off for some finite time interval to effect the change. In contrast, the intruder may move with arbitrary speed along the network (but cannot pass guards) and exploit this time interval to recontaminate previously illuminated sections of the network. For various classes of road networks characterized by the number $n$ of lines (or line segments) comprising it and the number $g(\leq n-1)$ of possible locations of guards (fixed in advance and guaranteed to give complete coverage), we present several upper and lower bounds on the worst-case number of searchlights, each placed at one of the guard positions, required to successfully search a given road network. In particular, we prove the following results:


1. $\min \{2 g-1, n-2\}$ searchlights are sometimes necessary and $\min \left\{\frac{7}{3} g, n\right\}-1$ are always sufficient for searching a road network given as the union of $n$ lines;
2. $\Omega\left(g \cdot \log \frac{n}{g}\right)$ searchlights are sometimes necessary and $O\left(g^{2} \cdot \log n\right)$ searchlights are always sufficient for searching a road network given as the union of $n$ line segments, and
3. at most one searchlight per guard position, and hence a total of at most $g$ searchlights, is always sufficient for searching a road network given as the union of axis-aligned lines or line segments.
[^0]The proofs of the upper bounds induce algorithms for generating a search schedule for detecting the intruder using the claimed number of searchlights.
© 2015 Elsevier B.V. All rights reserved.

## 1. Introduction

Assume that a mobile intruder capable of moving continuously and arbitrarily fast is hiding in the streets of a dark city, where each street is modeled as a line or a line segment in the plane. Suppose that a number of stationary guards have been placed on the streets, each equipped with one or more searchlights, where a searchlight can be aimed in any street direction (from the guard position) and emit a single ray of light in that direction. The objective of the guards is to detect the intruder using the searchlights, where the intruder is considered detected at the moment he is illuminated by one of the searchlights or he reaches a position where a guard is located.

Formally, for $n \geq 2$, let $\mathcal{L}=\left\{L_{1}, L_{2}, \ldots, L_{n}\right\}$ be a set of $n$ distinct lines, or $n$ distinct (open or closed) line segments, in the plane, such that their union $\overline{\mathcal{L}}=L_{1} \cup L_{2} \cup \cdots \cup L_{n}$ is connected. In the former case we assume that no two collinear line segments in $\mathcal{L}$ intersect each other. For now, we continue the discussion assuming the $L_{i}$ 's are lines. All definitions and assumptions naturally carry over to the case of line segments without any change. We call $\mathcal{L}$ a road network. A point $p$ is visible from a point $q$ in $\overline{\mathcal{L}}$ if $p$ and $q$ lie on a common line in $\mathcal{L}$. A finite set of points $V \subseteq \overline{\mathcal{L}}$ is a guard set of $\mathcal{L}$ if every point in $\overline{\mathcal{L}}$ is visible from at least one point in $V$. The points in $V$ are called guards. Hereafter we assume guards are distinct points and are always placed at intersections of lines in $\mathcal{L}$, since any guard set can be transformed into another without increasing the size by relocating every guard lying on a single line to a nearest intersection. The size $\gamma$ of a smallest guard set of $\mathcal{L}$ is called the guard number of $\mathcal{L}$. Obviously, $1 \leq \gamma \leq n-1$ since $\overline{\mathcal{L}}$ is connected. Given a guard set $V$ of $\mathcal{L}$, where $\gamma \leq|V|=g \leq n-1$, we call the pair $\mathcal{A}=(\mathcal{L}, V)$ an ( $n, g$ )-arrangement, or simply, an arrangement.

A guard $p \in V$, placed at an intersection of $k$ lines, can have one or more searchlight that can emit a single ray of "light" that can be aimed in the direction of any of the $2 k$ half-lines that meet at $p$ and "illuminate" the points on it. ${ }^{4}$ Each searchlight can be aimed in only one direction at a time, and we assume that the direction of the searchlight cannot be changed instantaneously. One way to interpret this assumption is that $F$ has to be "turned off" while it changes directions. See Fig. 1 for an illustration of this assumption. In the following we often use the term "rotate" to refer to the action of changing direction of a searchlight.


Fig. 1. Two searchlights shown on the left are rotated simultaneously as shown on the right. As is shown in the middle, while the searchlights are "turned off" during the rotation, an intruder hiding in $a$ can move to $b$ without being detected and "recontaminate" $b$.
(a)

(b)

(c)


Fig. 2. A sample search strategy for an ( 8,2 )-arrangement. The gray line components searched in (a), together with the half-line illuminated with $F^{\prime}$, are not recontaminated during the rotation of $F^{\prime}$, due to the choice of the first wedge and the assumption that the intruder cannot pass through $v_{0}$ and $v_{1}$ without being detected.

A searching strategy for $\mathcal{A}=(\mathcal{L}, V)$ using a given set of searchlights placed at guard positions in $V$ specifies, as a function of time, the directions in which the searchlights are aimed. A searching strategy successfully searches (or clears) $\mathcal{L}$ if it is not

[^1]possible for the intruder in $\overline{\mathcal{L}}$ to avoid detection during its execution regardless of his moves, where detection occurs at the moment the intruder is illuminated by one of the searchlights or he reaches a guard. We denote by $s(\mathcal{A})$, or $s(\mathcal{L}, V)$, the smallest total number of searchlights necessary for the guards in $V$ to successfully search $\mathcal{L}$.

See Fig. 2 for an example of successfully searching an $(8,2)$-arrangement using three searchlights, $F^{\prime}$ and $F^{\prime \prime}$ placed at guard $v_{0}$ and $F$ placed at $v_{1}$. The example illustrates a strategy that we often use, termed rotational wedge sweep, in which the rays of $F^{\prime}$ and $F^{\prime \prime}$ successively form wedges around $v_{0}$ not containing $v_{1}$ and the ray of $F$ searches the segments and half-lines, referred to as line components, in the wedges visible from $v_{1}{ }^{5}$ First, as shown in Fig. 2(a), $F^{\prime}$ and $F^{\prime \prime}$ are aimed respectively at the first and second half-lines around $v_{0}$ clockwise from $v_{1}$ to form the first wedge not containing $v_{1}$, and $F$ searches all line components between $v_{1}$ and $F^{\prime}$, and between $F^{\prime}$ and $F^{\prime \prime}$. Note that as long as $F^{\prime \prime}$ remains on, the line components just searched will remain clear, that is, guaranteed to be free of the intruder, even if $F^{\prime}$ is turned off, because the intruder cannot pass through $v_{1} . F^{\prime}$ is now rotated clockwise to illuminate the third half-line around $v_{0}$, so that $F^{\prime}$ and $F^{\prime \prime}$ form the second wedge around $v_{0}$, as shown in Fig. 2(b). The line components in that wedge are searched by $F$, and while $F^{\prime}$ remains on, $F^{\prime \prime}$ is rotated to illuminate the fourth half-line around $v_{0}$ so that $F^{\prime}$ and $F^{\prime \prime}$ form the third wedge around $v_{0}$ without recontaminating any of the line components searched so far between $v_{1}$ and $F^{\prime}$. The process continues until the line components in the last wedge and the segments between that wedge and $v_{1}$ are searched by $F$, as shown in Fig. 2(c).

The objectives of the searchlight problem for an $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$ are:

1. To determine $s(\mathcal{A})$.
2. To determine a placement of $s(\mathcal{A})$ searchlights in the guard positions in $V$ and compute a searching strategy for $\mathcal{A}$ using these searchlights.

In this paper we mainly focus on the worst-case scenario for the problems above in the following sense. For $n \geq 2$ and $1 \leq g \leq n-1$, define $s(n, g)$ to be the maximum of $\mathcal{A}$, over all $(n, g)$-arrangements $\mathcal{A}=(\mathcal{L}, V)$. That is, $s(n, g)$ is the worst-case total number of searchlights necessary to successfully search any ( $n, g$ ) -arrangement. Our main results include the following upper and lower bounds on $s(n, g)$.

1. If $\mathcal{L}$ is a set of lines, then $\min \{2 g-1, n-2\} \leq s(n, g) \leq \min \left\{\frac{7}{3} g, n\right\}-1$. (Section 2.)
2. If $\mathcal{L}$ is a set of line segments, then $s(n, g)=\Omega\left(g \cdot \log \frac{n}{g}\right)$ and $s(n, g)=O\left(g^{2} \cdot \log n\right)$. (Subsections 3.1 and 3.2, respectively.)
3. If $\mathcal{L}$ is a set of axis-aligned lines or line segments, then it is sufficient to have at most one searchlight per guard position, and hence, $s(n, g) \leq g$. (Subsections 2.2 and 3.3, respectively.)

We prove the upper bounds constructively, by presenting in each case an algorithm for successfully searching any $(n, g)$-arrangement using a number of searchlights matching the bound. ${ }^{6}$

Since a (connected) arrangement of lines/line segments can be thought of as a polygon with holes, representing a region of intersecting thin corridors, our problem can be considered as a variant of the searchlight problem in polygons introduced by Sugihara et al. [25] and then studied in [10-12,18,22,26,27,32-34,37]. A wider perspective locates our problem as a variant of the art gallery problem, originally posed by Klee in 1973 as the question of determining the minimum number of guards sufficient to see every point of the interior of a simple polygon; for more details, see a book by O'Rourke [19], a survey article by Shermer [21], and a book chapter by Urrutia [31]. In particular, our searchlight problem is a variant of the art gallery problem for lines and line segments, which was first formulated by Ntafos [17], and then extensively studied in its several variants in $[1-3,6,7,9,14,19,29,30,36]$.

Furthermore, our problem is also related to the searchlight problem for graphs introduced and studied in [38-40]. The difference between the two lies in the visibility model: in the searchlight problem for graphs visibility is restricted to within the neighborhood of a vertex where a searchlight is located, while visibility in our problem is based on a straight line of sight within a line or a line segment. An analogous vision-based pursuit-evasion problem in grids, where a number of pursuers have to capture an evader, has been studied in [4,5,16,23,24,28]. The pursuit-evasion problem in grids is itself a variant of the well-known graph search problem [13,15,20], to mention just a few; see [8] for a beautiful survey of known results and variations.

The rest of the paper is organized as follows. In Section 2, we provide lower and upper bounds on $s(n, g)$ for the case in which $\mathcal{L}$ is a set of lines. Next, in Section 3, we provide lower and upper bounds on $s(n, g)$ for the case in which $\mathcal{L}$ is a set of line segments. Finally, in Section 4, some open problems are discussed, in particular, for an $(n, g)$-arrangement $(\mathcal{L}, V)$ of axis-aligned line segments, called a grid, we introduce another parameter: the switch number $\operatorname{sn}(\mathcal{L}, V)$, defined as the minimum number of steps required to search $(\mathcal{L}, V)$ by $g$ guards with single searchlights located at guards in $V$.

For the standard terminology of graph theory used in this paper, we refer the reader to [35].

[^2]

Fig. 3. Both (3, 2)-arrangements can be searched using two searchlights, by illuminating all half-lines and the segment between the guards in any order, except in (b) the two half-lines that intersect each other must be illuminated simultaneously.

## 2. Bounds on $s(n, g)$ for regions composed of lines

In this section, we prove lower and upper bounds on $s(n, g)$ for the case in which $\mathcal{L}$ is a set of lines (as opposed to line segments). We start with a simple observation.

Observation 2.1. $s(n, 1)=1, s(3,2)=2$, and $s(n, n-1) \geq n-1$ for $n \geq 4$.
Proof. In an ( $n, 1$ )-arrangement the $n$ lines pass through a common intersection. So one full rotation of a searchlight placed at the intersection clears all $2 n$ half-lines. A (3,2)-arrangement consists of either a line intersecting two parallel lines with a guard placed at each intersection, or three non-parallel lines with guards placed at any two intersections. Both can be successfully searched using two searchlights as illustrated in Fig. 3. The third claim is established by an arrangement that consists of one horizontal line and $n-1$ vertical lines, and a guard at each of the $n-1$ intersections, where obviously, every guard needs a searchlight.

### 2.1. Lower bounds

Consider the (4,2)-arrangement $\mathcal{A}_{2}=\left(\mathcal{L}_{2},\left\{v_{0}, v_{1}\right\}\right)$ illustrated in Fig. 4(a), where two lines, passing through $v_{0}$ and forming a wedge (i.e., an angular region) not containing $v_{1}$, intersect two lines passing through $v_{1}$ and forming a wedge not containing $v_{0}$. We call the part of $\overline{\mathcal{L}_{2}}$ lying in the shaded region and forming a four-edge cycle block. $\mathcal{A}_{2}$ is an instance of a more general construction, a ( $2 g, g$ )-arrangement $\mathcal{A}_{g}=\left(\mathcal{L}_{g},\left\{v_{0}, \ldots, v_{g-1}\right\}\right), g \geq 2$, illustrated in Fig. 4(b) where (i) two lines pass through each $v_{i}$, and (ii) for every pair of $i$ and $j, i \neq j$, the two lines passing through $v_{i}$ and the two lines passing through $v_{j}$ form a block intersected by no other lines passing through any other guard.

Clearly $s\left(\mathcal{A}_{2}\right) \geq 3$, because we need at least one searchlight at each guard and the block cannot be cleared unless one additional searchlight is placed at $v_{0}$ or $v_{1}$. Similarly, to clear all blocks of $\mathcal{A}_{g}$ at least two searchlights must be placed at every guard except possibly one. Therefore $s\left(\mathcal{A}_{g}\right) \geq 2 g-1$. Since we can add any number of lines passing through $v_{0}$ to $\mathcal{A}_{g}$ without reducing the number of searchlights necessary to search, $s(n, g) \geq 2 g-1$ if $n \geq 2 g$.


Fig. 4. (a) (4, 2)-Arrangement $\mathcal{A}_{2}=\left(\mathcal{L}_{2},\left\{v_{0}, v_{1}\right\}\right)$ that requires at least three searchlights. (b) ( $2 g, g$ )-Arrangement $\mathcal{A}_{g}=\left(\mathcal{L}_{g},\left\{v_{0}, \ldots, v_{g-1}\right\}\right), g \geq 2$.


Fig. 5. An $(n, g)$-arrangement $\mathcal{A}_{g}^{\prime}$ that requires at least $n-2$ searchlights, where $g+2 \leq n<2 g$ and $k=n-g$.

Assume now that $g+2 \leq n<2 g$, in particular, let $n=2 g-j$, for some $j, 1 \leq j \leq g-2$. Then, we have $n=2 k+j$, and $g=k+j$, where $k=n-g \geq 2$. Now, we construct the ( $2 k, k$ )-arrangement $\mathcal{A}_{k}=\left(\mathcal{L}_{k},\left\{v_{0}, \ldots, v_{k-1}\right\}\right)$, in the manner described above, which requires at least $2 k-1$ searchlights. Next, we add $j$ vertical lines that cross lines in $\mathcal{L}_{k}$ to the right of $v_{k-1}$ and $j$ guards $v_{k}, \ldots, v_{g-1}$ at their intersections with one of the lines passing through $v_{0}$. One can observe that for the resulting ( $n, g$ )-arrangement $\mathcal{A}_{g}^{\prime}$ (see Fig. 5 for an illustration), the number $s\left(\mathcal{A}_{g}^{\prime}\right)$ of required searchlights is at least $2 k+j-2=n-2$ : at least one searchlight for each of $v_{0}, v_{k}, \ldots, v_{g-1}$ and two searchlights for all but one in $v_{1}, \ldots, v_{k-1}$.

Based on these observations and Observation 2.1, we obtain the following theorem.

Theorem 2.2. For $1 \leq g \leq n-1$,

$$
s(n, g) \geq \begin{cases}2 g-1 & \text { if } 1 \leq g \leq \frac{n}{2} \\ n-2 & \text { if } \frac{n}{2}<g \leq n-2 \\ n-1 & \text { if } g=n-1\end{cases}
$$

Thus in particular, $s(n, 2) \geq 3$ for $n \geq 4$. We also observe that the search strategy given earlier for the ( 8,2 )-arrangement in Fig. 2, where two searchlights placed at a guard successively form wedges and one searchlight placed at the other guard clears the segments in the wedges, can be used to successfully search any ( $n, 2$ )-arrangement for $n \geq 4$. Therefore we have:

Corollary 2.3. $s(n, 2)=3$ for $n \geq 4$.

### 2.2. Upper bounds in terms of guard degrees

Let $\mathcal{A}=(\mathcal{L}, V)$ be an $(n, g)$-arrangement of lines. For any $v \in V$, we regard every line $L \in \mathcal{L}$ that $v$ lies on as two half-lines that meet at $v$, and denote by $\mathcal{L}(v)$ the set of all such half-lines that meet at $v$. We call $\operatorname{deg}_{\mathcal{A}}(v)=|\mathcal{L}(v)|$ the degree of $v$. Since $v$ is an intersection of two or more lines in $\mathcal{L}, \operatorname{deg}_{\mathcal{A}}(v)$ is even and at least 4 . Next, let $\Delta(\mathcal{A})=$ $\max _{v \in V} \operatorname{deg}_{\mathcal{A}}(v) ; \Delta(\mathcal{A})$ is called the degree of $\mathcal{A}$. Finally, let $\mathcal{P} \subset \mathcal{L}$ be a set of parallel lines in $\mathcal{L}$ that together have the largest number of guards on them among all sets of parallel lines; denote this number by $\Gamma(\mathcal{A})$. We have the following theorem.

Theorem 2.4. For any $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$ of lines, we have

$$
s(\mathcal{A}) \leq \min \left\{\frac{1}{2} \sum_{v \in V} \operatorname{deg}_{\mathcal{A}}(v)-\Gamma(\mathcal{A}), n-1\right\} .
$$

Before we present the proof, let us point out that if $\mathcal{L}$ is a set of axis-aligned lines ${ }^{7}$ (and hence $\operatorname{deg}_{\mathcal{A}}(v)=4$ for all $v \in V$ and $\Gamma(\mathcal{A})=g$ ), then the inequality $s(\mathcal{A}) \leq \frac{1}{2} \sum_{v \in V} \operatorname{deg}_{\mathcal{A}}(v)-\Gamma(\mathcal{A})$ implies that it is sufficient to place one searchlight at each guard for searching $\overline{\mathcal{L}}$ (see Corollary 2.5(d)).

Proof. Let $\mathcal{P}$ be a set of parallel lines in $\mathcal{L}$ that together have $\Gamma(\mathcal{A})$ guards on them. Without loss of generality assume that the lines in $\mathcal{P}$ are vertical. At each guard $v \in V$, place $\operatorname{deg}_{\mathcal{A}}(v) / 2-1 \geq 1$ searchlights if $v$ belongs to a vertical line in $\mathcal{P}$, and place $\operatorname{deg}_{\mathcal{A}}(v) / 2 \geq 2$ searchlights otherwise. Note that each $v$ has as many searchlights as there are non-vertical lines passing through it, and hence, all half-lines extending toward the left from $v$ can be illuminated simultaneously, and all half-lines extending toward the right from $v$ can be illuminated simultaneously. The total number of searchlights is $\frac{1}{2} \sum_{v \in V} \operatorname{deg}_{\mathcal{A}}(v)-\Gamma(\mathcal{A})$. Let $v_{0}, v_{1}, \ldots, v_{g-1}$ be the guards in $V$ sorted in left-to-right order (with ties broken arbitrarily). We search $\mathcal{A}=(\mathcal{L}, V)$ as follows. Imagine that we sweep the plane from left to right using a vertical line $X$, starting from a position to the left of $v_{0}$ and ending at a position to the right of $v_{g-1}$. Before the sweep starts, at every guard $v_{i}$ aim all searchlights toward the left so that all half-lines extending toward the left from $v_{i}$ are illuminated simultaneously. This ensures that all half-lines that cross $X$ are illuminated simultaneously, as is shown in Fig. 6(a), and hence, no undetected intruder exists in the region to the left of $X$. During the sweep, each time $X$ reaches a guard $v_{i}$, we rotate the searchlights at $v_{i}$ to first (i) illuminate the vertical half-lines that meet at $v_{i}$ if $v_{i}$ lies on a vertical line in $\mathcal{P}$ (in order to detect an intruder hiding in the vertical line), and then (ii) illuminate simultaneously all half-lines extending toward the right from $v_{i}$. This, together with the assumption that no intruder can pass through a guard position, ensures that (i) no undetected intruder can exists on $X$, and (ii) no undetected intruder, who initially lies to the right of $X$, can cross $X$ and enter the region to the left of $X$ during the sweep. Note that at any time during the sweep, if no guard lies on $X$, then all half-lines that cross $X$ are illuminated simultaneously as is shown in Fig. 6(b).

[^3]

Fig. 6. All half-lines that cross $X$ are illuminated simultaneously: (a) at the beginning and (b) during the sweep. Here $\frac{1}{2} \sum_{v \in V} \operatorname{deg}_{\mathcal{A}}(v)=16$ and $\Gamma(\mathcal{A})=3$, and so 13 searchlights are used.

When $X$ reaches a position to the right of $v_{g-1}$, no undetected intruder can exist on or to the left of $X$ for the above reason, and furthermore, no undetected intruder can exist to the right of $X$ because all half-lines that cross $X$ are illuminated simultaneously. Therefore, $s(\mathcal{A}) \leq \frac{1}{2} \sum_{v \in V} \operatorname{deg}_{\mathcal{A}}(v)-\Gamma(\mathcal{A})$.

Now, let us prove $s(\mathcal{A}) \leq n-1$. Let the $n$ lines be $L_{1}, L_{2}, \ldots, L_{n}$. Choose any guard $v \in V$, and choose any two lines that pass through $v$, say $L_{j}$ and $L_{k}$. Place a searchlight $F_{j}$ at $v$, and for each of the remaining $n-2$ lines $L_{i}, i \neq j, k$, place a searchlight $F_{i}$ at any of the guards on it. (Some guards, including $v$, may have more than one searchlight.) Now, "rotate" the entire arrangement $\mathcal{A}$ so that $L_{k}$ becomes vertical, and let $\mathcal{A}^{\prime}$ be the resulting arrangement having $n-1$ searchlights. Note that in $\mathcal{A}^{\prime}$, every line $L_{i}$ except $L_{k}$ has its "own" searchlight $F_{i}$ on it, and hence, if the sweep-based strategy described above is applied to $\mathcal{A}^{\prime}$, then (i) the two vertical half-lines that meet at $v$ can be searched using $F_{j}$ when $X$ reaches $v$, and (ii) no undetected intruder, who initially lies to the right of $X$, can cross $X$ and enter the region to the left of $X$ during the sweep (due to the assumption that no intruder can pass through a guard position). Therefore, since all searchlight are aimed to the right at the end of the sweep, no undetected intruder can exist, and hence we have successfully searched $\mathcal{A}^{\prime}$. This proves $s(\mathcal{A})=s\left(\mathcal{A}^{\prime}\right) \leq n-1$.

Observe that from Theorem 2.4 we obtain that for any $(n, g)$-arrangement $\mathcal{A}$ with no three lines having a point in common $(\Delta(\mathcal{A})=4), s(\mathcal{A}) \leq 2 g-1$ holds. Furthermore, if additionally $\Gamma(\mathcal{A})=|V|$, that is, all guards of $\mathcal{A}$ belong to some lines that are all parallel, then we obtain $s(\mathcal{A}) \leq g$. In other words, only one searchlight per each guard is enough. In particular, it follows that $s(\mathcal{A}) \leq g$ for any ( $n, g$ )-arrangement $\mathcal{A}$ of axis-aligned lines. Finally, one can easily observe that if $V$ is a minimal guard set (not necessarily minimum), then each guard requires at least one searchlight, which immediately results in the exact formula of $s(n, g)=g$ for the class of arrangements of axis-aligned lines, established by the class of arrangements depicted in Fig. 7, for $\left\lfloor\frac{n}{2}\right\rfloor \leq g$, where $g \leq n-1 .{ }^{8}$


Fig. 7. The arrangement $\mathcal{A}=(\mathcal{L}, V)$ consists of $|V|=g=15$ vertical and $n-g=5 \geq 1$ horizontal lines; guards are marked with solid dots. We have $s(\mathcal{A})=g$.

We summarize the above observations in the following corollary.

## Corollary 2.5.

a) Let $\mathcal{A}$ be an $(n, g)$-arrangement of lines with $\Delta(\mathcal{A})=4$. Then, $s(\mathcal{A}) \leq \min \{2 g, n\}-1$.
b) Let $\mathcal{A}$ be an ( $n, g$ )-arrangement of lines such that all guards belong to some lines that are all parallel, with $\Delta(\mathcal{A})=4$. Then, $s(\mathcal{A}) \leq \min \{g, n-1\}$.
c) For the case of axis-aligned lines, if an arrangement $\mathcal{A}$ consists of $n^{\prime} \geq 1$ horizontal and $n^{\prime \prime} \geq 1$ vertical lines, then $s(\mathcal{A})=$ $\max \left\{n^{\prime}, n^{\prime \prime}\right\}$.
d) For the case of axis-aligned lines, $s(n, g)=g$ for any $\left\lfloor\frac{n}{2}\right\rfloor \leq g \leq n-1$.

[^4]

Fig. 8. An arrangement $\mathcal{A}=(\mathcal{L}, V)$ and the neighbors of a guard (vertex) $u$ in the graph $N_{\mathcal{A}}$.

### 2.3. Upper bounds on $s(n, g)$ for lines

In this subsection, we provide upper bounds on $s(n, g)$, not based on the sum of guard degrees, but expressed in terms of the number of so-called source components in the directed graph $N_{\mathcal{A}}$ of an arrangement $\mathcal{A}$, a graph that represents the "neighbor relation" between guards (defined below). In particular, if this graph has exactly one connected component, we obtain $s(\mathcal{A}) \leq 2 g$, even when $\Delta(\mathcal{A})>4$ (compare with Corollary 2.5(a)). The bounds are proved constructively, i.e., we provide searching strategies (algorithms) that search any given ( $n, g$ )-arrangement using a number of searchlights matching the bound.

Let $\mathcal{A}=(\mathcal{L}, V)$ be an arrangement of lines and let $\mathcal{L}\left(v_{i}\right)=\left\{L_{0}^{i}, L_{1}^{i}, \ldots, L_{d_{i}-1}^{i}\right\}$, where $d_{i}=\left|\mathcal{L}\left(v_{i}\right)\right|$. We assume that the half-lines $L_{0}^{i}, L_{1}^{i}, \ldots, L_{d_{i}-1}^{i}$ appear in clockwise order around vertex $v_{i}$, and denote by $W_{t}^{i}$ the wedge between $L_{t}^{i}$ and $L_{t+1}^{i}$, called the $t$-th wedge of $v_{i}$. (Indices are calculated modulo $d_{i}$.) We assume that $W_{t}^{i}$ does not include its boundary $L_{t}^{i} \cup L_{t+1}^{i}$.

Let $u, v \in V$ be two distinct guards. We say that $v$ is a neighbor of $u$ if there exist two intersecting half-lines $L_{u} \in \mathcal{L}(u)$ and $L_{v} \in \mathcal{L}(v)$ such that for any $w \in V \backslash\{u, v\}$, no half-line in $\mathcal{L}(w) \backslash\left\{L_{u}, L_{v}\right\}$ intersects the open segment $\overline{v x}$ between $v$ and the intersection $x$ of $L_{u}$ and $L_{v}$ (we say $L_{u}$ is directly reachable from $v$ along bridge $\overline{v x}$ ); see Fig. 8. Intuitively, $v$ is a neighbor of $u$ if the first half-line hit by some half-line emanating from $v$ belongs to $\mathcal{L}(u)$. By definition, if $v \in L_{u}$ then $v$ is a neighbor of $u$. Note that this neighbor relation is not necessarily symmetric, i.e., $u$ may not be a neighbor of $v$, while $v$ is a neighbor of $u$. Now, define a directed graph $N_{\mathcal{A}}=(V, E)$ that represents the neighbor relation; $(u, v) \in E$ if and only if $v$ is a neighbor of $u$. In the following, we shall use "guard" and "vertex" interchangeably.

Observation 2.6. If $g \geq 2$ then for any $v \in V$, there exists a guard $u$ such that $(u, v) \in E$.

Proof. It follows from the fact that $\mathcal{L}$ is connected and $V$ is a guard set for $\mathcal{L}$.
Observation 2.7. If $u$ is a neighbor of $v_{i}$ and belongs to wedge $W_{t}^{i}$ of $v_{i}$, then $L_{t}^{i}$ or $L_{t+1}^{i}$ is directly reachable from $u$.

Proof. The claim follows immediately from definition.
Now, let $G=(\mathcal{V}, \mathcal{E})$ be the condensation graph of $N_{\mathcal{A}}$, where $\mathcal{V}=\left\{\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{m}\right\}$ is the set of strongly connected components of $N_{\mathcal{A}}$ and $\left(\mathcal{V}_{i}, \mathcal{V}_{j}\right) \in \mathcal{E}$ if and only if there are vertices $u \in \mathcal{V}_{i}$ and $v \in \mathcal{V}_{j}$ such that $(u, v) \in E$. Obviously, sets $\mathcal{V}_{1}, \mathcal{V}_{2}, \ldots, \mathcal{V}_{m}$ form a partition of $V$, and $G$ is a directed acyclic graph (DAG). Every source vertex in $G$ is called a source component of $N_{\mathcal{A}}$.

Observation 2.8. For any source component $\mathcal{U}$ of $N_{A}$, we have $|\mathcal{U}| \geq 2$.

Proof. The claim follows from Observation 2.6 and the definition of source component.
Let $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}$ be the source components of $N_{\mathcal{A}}$ (i.e., the source vertices in $G$ ); recall that an arborescence is a directed rooted tree in which all edges point away from the root.

Observation 2.9. For $i=1,2, \ldots, h$, let $u_{i} \in \mathcal{U}_{i}$ be any vertex. Then, there is a spanning forest of $N_{\mathcal{A}}$ that consists of arborescences $T_{i}=\left(V_{i}, E_{i}\right), \mathcal{U}_{i} \subseteq V_{i}$, each with root $u_{i}$, for $i=1,2, \ldots, h$.

In the following, we first provide an upper bound on $s(n, g)$ when the graph $N_{\mathcal{A}}$ has a single source component (and so a spanning forest of $N_{\mathcal{A}}$ consists of one arborescence). Next, we extend our approach to the general case of arbitrary number of source components. Finally, after introducing the concept of external guards, we prove that $s(n, g) \leq 7 g / 3-1$.

### 2.3.1. When graph $N_{\mathcal{A}}$ has a single source component

Let $\mathcal{A}=(\mathcal{L}, V)$ be an $(n, g)$-arrangement such that its graph $N_{\mathcal{A}}$ has exactly one source component $\mathcal{U}_{1}$. In this subsection, we shall prove the following theorem.

Theorem 2.10. If $N_{\mathcal{A}}$ has exactly one source component, then $s(\mathcal{A}) \leq 2 g$.

Since for $g \leq 2$, we have $s(\mathcal{A})<2 g$ by Observation 2.1, we may assume that $g \geq 3$. Let $T=\left(V, E_{T}\right)$ be a spanning arborescence of $N_{\mathcal{A}}$, rooted at a vertex in $\mathcal{U}_{1}$ (such an arborescence exists by Observation 2.9). Without loss of generality, assume that the root of $T$ is $v_{0}$ and let $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ be a topological ordering of $T$.

Observation 2.11. For any $l, 0 \leq l \leq g-2$, if $v_{l+1}$ is in the intersection of wedges of $v_{0}, v_{1}, \ldots, v_{l}$, i.e.,

$$
v_{l+1} \in W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}
$$

for some $t_{0}, t_{1}, \ldots, t_{l}$, then for some $j, 0 \leq j \leq l, L_{t_{j}}^{j}$ or $L_{t_{j}+1}^{j}$ is directly reachable from $v_{l+1}$ along some bridge $\overline{v_{l+1} x}$, where $x$ is on the boundary of $W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}$ and the segment $\overline{v_{l+1} x}$ except point x lies in $W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}$.

Proof. Since $\left\langle v_{0}, v_{1}, \ldots, v_{l}\right\rangle$ is a prefix of the topological order $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$, one of $v_{0}, v_{1}, \ldots, v_{l}$, say $v_{j}$, is the parent of $v_{l+1}$ in $T$. Since $v_{l+1}$ is a neighbor of $v_{j}$, by Observation 2.7 there exists a bridge $\overline{v_{l+1} x}$ between $v_{l+1}$ and a point $x$ on the boundary $L_{t_{j}}^{j} \cup L_{t_{j}+1}^{j}$ of $W_{t_{j}}^{j}$. Since $v_{l+1} \in W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}$ and no half-line in $\mathcal{L}$ intersects the interior of $\overline{v_{l+1} x}, x$ must lie on the boundary of $W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}$. Since $W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}$ is a convex region, the segment $\overline{v_{l+1} x}$ except point $x$ lies in $W_{t_{0}}^{0} \cap W_{t_{1}}^{1} \cap \cdots \cap W_{t_{l}}^{l}$.

We place $2 g$ searchlights as follows; three searchlights $F^{0}, F_{0}^{0}, F_{1}^{0}$ at $v_{0}$, two searchlights $F_{0}^{i}, F_{1}^{i}$ at each guard $v_{i} \in$ $V \backslash\left\{v_{0}, v_{g-1}\right\}$, and one searchlight $F_{0}^{g-1}$ at $v_{g-1}$. For each $i, i=0,1, \ldots, g-2$, we use $F_{0}^{i}$ and $F_{1}^{i}$ to successively illuminate the boundary of the wedges of $v_{i}$ (or in short, support the wedges one by one), to perform a (clockwise) rotational wedge sweep around $v_{i}$. Such wedge sweeps are simultaneously executed at multiple guards systematically, so that the intersection of such wedges can further be subdivided by a wedge sweep of some other guard using its two searchlights. As illustrated below, the order in which the guards are "activated" to perform a wedge sweep is crucial for a successful completion of the entire strategy.

Example Before we describe our algorithm formally, let us provide some intuition and an outline of our technique with an example. Consider an arrangement $\mathcal{A}=(\mathcal{L}, V)$, with $V=\left\{v_{0}, v_{1}, v_{2}, v_{3}, v_{4}, v_{5}\right\}$, and the arborescence $T$ of the graph $N_{\mathcal{A}}$, both depicted in Fig. 9(a), with a topological ordering $0=\left\langle v_{0}, v_{1}, v_{2}, v_{3}, v_{4}, v_{5}, v_{6}\right\rangle$.

Suppose we attempt to search the intersection of the wedge $W^{0}$ of $v_{0}$ supported by $F_{0}^{0}, F_{1}^{0}$ and the wedge $W^{1}$ of $v_{1}$ supported by $F_{0}^{1}, F_{1}^{1}$; see Fig. 9(b). Since there is a non-illuminated cycle $C$ around $v_{3}$ in $W^{0} \cap W^{1}$ (Fig. 9(b)), due to unavoidable "recontamination" (Fig. 9(c)) it is not possible to perform a wedge sweep around $v_{3}$ using only two searchlights $F_{0}^{3}$ and $F_{1}^{3}$. This difficulty can be avoided if the searchlights are activated according to the ordering of the guards in 0 . Specifically, since $v_{2}$ follows $v_{0}$ and precedes $v_{3}$ in $O$, we activate $v_{2}$ next, instead of $v_{3}$. Since $v_{2}$ is a neighbor of $v_{0}$ and $v_{2}$ is in $W^{0} \cap W^{1}$, by Observation 2.11 there is a bridge from $v_{2}$ to the boundary of $W^{0} \cap W^{1}$. So we illuminate the bridge by $F_{0}^{2}$ and start a wedge sweep around $v_{2}$ using $F_{0}^{2}$ and $F_{1}^{2}$, as shown in Fig. 9(d). Now, since $v_{3}$ follows $v_{2}$ in 0 and $v_{3}$ is a neighbor of $v_{2}$, again by Observation 2.11, we can start a wedge sweep around $v_{3}$ within $W^{0} \cap W^{1} \cap W^{2}$ using searchlights $F_{0}^{3}$ and $F_{1}^{3}$, by first illuminating a bridge from $v_{3}$ to the boundary of $W^{0} \cap W^{1} \cap W^{2}$ by searchlight $F_{0}^{3}$; see Fig. 9(e). Note that by illuminating the bridge, we are able to search all cycles around $v_{3}$ within $W^{0} \cap W^{1} \cap W^{2}$. Since no such bridge is available for $v_{0}$, the first guard that performs a wedge sweep, we place three searchlights $F^{0}, F_{0}^{0}, F_{1}^{0}$ there and use $F^{0}$ as a "pseudo bridge." ${ }^{9}$ The last guard to be activated, $v_{g_{-1}}$, needs only one searchlight $F_{0}^{g-1}$, since no further wedge intersection subdivision should be necessary.

In summary, our strategy is to activate guards/searchlights according to a topological order induced by some arborescence of the graph $N_{\mathcal{A}}$ (though, as explained later, searchlights of active guards that cannot subdivide the current wedge intersection further need not be turned on). Let us now turn the above discussion into a formal description of the algorithm.

Configuration and subarrangement As outlined above, at any moment during a search of $\mathcal{A}=(\mathcal{L}, V)$, some guards $v_{i}$, except the last one $v_{g-1}$ in the order $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$, are aiming the two searchlights $F_{0}^{i}$ and $F_{1}^{i}$ at some half-lines $L_{t_{i}}^{i}$ and $L_{t_{i}+1}^{i}$
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Fig. 9. Topological ordering of an arborescence $T$ and the order of activating searchlights.
in $\mathcal{L}\left(v_{i}\right)=\left\{L_{0}^{i}, L_{1}^{i}, \ldots, L_{d_{i}-1}^{i}\right\}$, supporting the $t_{i}$-th wedge $W_{t_{i}}^{i}$ of $v_{i}$. Such guards are said to be active. A guard who is not currently supporting any of its wedges is said to be inactive. We represent the status of all guards by a mapping, called configuration,

$$
c: V \rightarrow \mathbb{N} \cup\{\perp\}
$$

where $\mathbb{N}$ is the set of non-negative integers and $\perp$ represents the "inactive" state of a guard. In particular, we set $c\left(v_{i}\right)=t_{i}$, $0 \leq t_{i} \leq d_{i}-1$, if $v_{i}$ is active and aiming $F_{0}^{i}$ and $F_{1}^{i}$ at $L_{t_{i}}^{i}$ and $L_{t_{i}+1}^{i}$, and $c\left(v_{i}\right)=\perp$ if $v_{i}$ is inactive. For a technical reason, we always set $c\left(v_{g-1}\right)=\perp$.

Given a configuration $c$, we can uniquely identify the wedge intersection that is currently being searched. ${ }^{10}$ First, let $\operatorname{act}(c)=\{v \in V: c(v) \in \mathbb{N}\}$ be the set of active guards. For each active guard $v_{i} \in \operatorname{act}(c)$, its searchlights $F_{0}^{i}$ and $F_{1}^{i}$ currently support wedge $W_{c\left(v_{i}\right)}^{i}$. Therefore,

[^6]$$
R(c)=\bigcap_{v_{i} \in \operatorname{act}(c)} W_{c\left(v_{i}\right)}^{i}
$$
is the wedge intersection that is currently being searched. By definition, $R(c)$ is an open convex region, and we denote its boundary by $\partial R(c)$. The segments and half-lines within $R(c)$ are identified in
$$
\mathcal{L}(c)=\{L \cap R(c): L \in \mathcal{L}\} .
$$

Finally, since $\mathcal{L}(c)$ must be searched using searchlights of the guards that are currently inactive (as $\mathcal{L}(c)$ only contains line components visible to inactive guards), we define the subarrangement representing the task of searching $\mathcal{L}(c)$ by

$$
\mathcal{A}(c)=(\mathcal{L}(c), V(c)),
$$

where $V(c)=\{v \in V: c(v)=\perp\}$ is the set of inactive guards in $c$. Note that since $V$ is a guard set of $\mathcal{L}$ in arrangement $\mathcal{A}=(\mathcal{L}, V)$, for every segment or half-line in $\mathcal{L}(c)$, there exists a guard in $V(c)$ that can illuminate it.

Remark Subarrangement $\mathcal{A}(c)=(\mathcal{L}(c), V(c))$ is not necessarily an arrangement defined earlier, in two aspects: (1) $\overline{\mathcal{L}(c)}$ is not necessarily a connected region. (2) There may be guards in $V(c)$ that cannot illuminate any segment or half-line in $\mathcal{L}(c)$.

The algorithm Our successive wedge sweep algorithm can best be described as a recursive procedure. Since the top-most level of recursion that describes guard $v_{0}$ 's actions is slightly different from the subsequent recursive calls, we describe it separately here as ALGORITHM1 for $\mathcal{A}=(\mathcal{L}, V)$. Presenting ALGORITHM1 also helps us clarify the concept of rotational wedge sweep.

ALGORITHM1 uses a recursive search procedure $\operatorname{SEARCH}(\mathcal{A}, c)$, where $c$ is a configuration, that (as explained later) clears the subarrangement $\mathcal{A}(c)=(\mathcal{L}(c), V(c))$ using the searchlights of the guards in $V(c)$. We defer the description of $\operatorname{SEARCH}(\mathcal{A}, c)$ until later. Again, we assume that a topological order $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ of the guards in $V$ has already been chosen using a spanning arborescence of $N_{\mathcal{A}}$.

## Algorithm ALGORITHM1 ( $\mathcal{A}$ )

${ }^{*} v_{0}$ performs a rotational wedge sweep */
Step 1: /* initialization */
1.1 Aim $F^{0}$ at $L_{0}^{0} . /^{*} F^{0}$ s direction never changes during the search */
1.2 Aim $F_{0}^{0}$ at $L_{0}^{0}$ and $\operatorname{aim} F_{1}^{0}$ at $L_{1}^{0}$.

Step 2: $I^{*}$ Support the wedges $W_{0}^{0}, W_{1}^{0}, \ldots, W_{d_{0}-1}^{0}$ one by one and call SEARCH to clear the segments in them */
2.1 For $j=0$ to $d_{0}-1$ do
2.2 Rename the searchlights so that $F_{0}^{0}$ is aimed at $L_{j}^{0}$ and $F_{1}^{0}$ is aimed at $L_{j+1}^{0}$.
2.3 Set configuration $c$ by $c\left(v_{0}\right)=j$ and $c(v)=\perp$ for all $v \neq v_{0}$.
2.4 Call SEARCH $(\mathcal{A}, c)$.
2.5 Rotate $F_{0}^{0}$ clockwise and aim it at $L_{j+2}^{0}$.

Even without the details of SEARCH, the following lemma is obvious.

Lemma 2.12. If, in Step 2.4, SEARCH $(\mathcal{A}, c)$ successfully searches $\mathcal{L}(v)$ of subarrangement $\mathcal{A}(c)=(\mathcal{L}(c), V(c))$ using the searchlights of the guards in $V(c)=\left\{v_{1}, v_{2}, \ldots, v_{g-1}\right\}$, then $\operatorname{ALGORITHM} 1(\mathcal{A})$ successfully searches arrangement $\mathcal{A}$.

Proof. Given the assumption above, the first call of SEARCH clears all segments and half-lines in the 0-th wedge $W_{0}^{0}$ of $v_{0}$. When $F_{0}^{0}$ is rotated clockwise to illuminate $L_{2}^{0}$ in Step 2.5, $W_{0}^{0}$ remains clear because $F^{0}$ and $F_{1}^{0}$ illuminate its boundary $L_{0}^{0} \cup L_{1}^{0}$. Again, by assumption the second call of SEARCH clears all segments and half-lines in the 1 -st wedge $W_{1}^{0}$ of $v_{0}$ that are being supported by $F_{0}^{0}$ and $F_{1}^{0}$. When $F_{0}^{0}$ is rotated clockwise to illuminate $L_{3}^{0}$ in Step 2.5, $W_{0}^{0} \cup W_{0}^{1}$ remains clear because $F^{0}$ and $F_{1}^{0}$ illuminate its boundary $L_{0}^{0} \cup L_{2}^{0}$. Continuing this argument, we can conclude that all lines in $\mathcal{A}$ are clear at the termination of $\operatorname{ALGORITHM} 1(\mathcal{A})$, provided that $\operatorname{SEARCH}(\mathcal{A}, c)$ successfully searches $\mathcal{L}(v)$ using the searchlights of the guards in $V(c)$.

We now present the details of the recursive procedure $\operatorname{SEARCH}(\mathcal{A}, c)$ that activates the guards in the order $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ and searches the subarrangement $\mathcal{A}(c)=(\mathcal{L}(c), V(c))$ using the searchlights of the guards in $V(c)$. The command "return" means the current execution of SEARCH is terminated and the control is transferred back to the calling process.

Procedure $\operatorname{SEARCH}(\mathcal{A}, c)$
Let $v_{k}$ be the first guard in $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ that is inactive in $c$.
Case 1: $\mathcal{L}(c)=\emptyset$

## 1.1 return.

Case 2: $\mathcal{L}(c) \neq \emptyset$ and $v_{k}=v_{g-1}$
2.1 Clear $\mathcal{L}(c)$ by rotating searchlight $F_{0}^{g-1}$ at $v_{g-1}$ around $v_{g-1}$.
2.2 return.

Case 3: $\mathcal{L}(c) \neq \emptyset$ and $v_{k} \neq v_{g-1}$
Subcase 3.1: $v_{k} \notin R(c) /^{*}$ see Fig. 10(a) ${ }^{*} /$
3.1.1 Let $W_{m}^{k}, W_{m+1}^{k}, \ldots, W_{m+t-1}^{k}$ be the wedges of $v_{k}$ that $R(c)$ intersects.
$\left.\right|^{*} 1 \leq t<d_{k} ; L_{m}^{k}$ does not intersect $R(c)^{*} /$
3.1.2 Set first $=m$ and last $=m+t-1$.
3.1.3 Go to SWEEP.

Subcase 3.2: $v_{k} \in R(c) /^{*} R(c)$ intersects all $W_{0}^{k}, W_{1}^{k}, \ldots, W_{d_{k}-1}^{k}$; see Fig. $10(\mathrm{~b})^{*} /$
3.2.1 Let $L_{m}^{k}$ be the half-line in $\mathcal{L}\left(v_{k}\right)$ that contains the bridge from $v_{k}$ to $\partial R(c)$.
3.2.2 Set first $=m$ and last $=m+d_{k}-1$.
3.2.3 Go to SWEEP.

SWEEP: / ${ }^{*}$ Perform wedge sweep over wedges $W_{\text {first }}^{k}, W_{\text {first+1 }}^{k}, \ldots, W_{\text {last }}^{k}{ }^{*} /$
S. 1 Aim $F_{0}^{k}$ at $L_{\text {first }}^{k}$ and aim $F_{1}^{k}$ at $L_{\text {first }+1}^{k}$.
S. 2 For $j=$ first to last do
S. 3 Rename the searchlights so that $F_{0}^{k}$ is aimed at $L_{j}^{k}$ and $F_{1}^{k}$ is aimed at $L_{j+1}^{k}$.
S. 4 Set configuration $c^{\prime}$ by $c^{\prime}\left(v_{k}\right)=j$ and $c^{\prime}(v)=c(v)$ for all $v \neq v_{k}$.
S. 5 Call SEARCH $\left(\mathcal{A}, c^{\prime}\right)$.
S. 6 Rotate $F_{0}^{k}$ clockwise and aim it at $L_{j+2}^{k}$.
S. 7 return.

## Remarks

1. In Step 3.1.1, $1 \leq t<d_{k}$ and $L_{m}^{k}$ does not intersect $R(c)$, because $R(c)$ is convex, $d_{k} \geq 4$, and all wedges have an apex angle of less than $\pi$.
2. In Step 3.1.1, if $t=1$ then $R(c)$ is fully contained in wedge $W_{m}^{k}$. In this case the loop in SWEEP is executed only once for $j=m$, and searchlights $F_{0}^{k}$ and $F_{1}^{k}$ do not subdivide $R(c)$ any further. Therefore, Steps S.1, S. 3 and S. 6 can be omitted without affecting the rest of the search of $R(c)$.

The next two lemmas establish the correctness of procedure SEARCH.
Lemma 2.13. In any invocation of $\operatorname{SEARCH}(\mathcal{A}, c)$, from within $\operatorname{ALGORITHM} 1(\mathcal{A})$ or from within $\operatorname{SEARCH}$, the configuration $c$ passed has the form in which for some $l, 0 \leq l \leq g-2, c(i) \in \mathbb{N}$ for $i=0,1, \ldots, l$ and $c(i)=\perp$ for $i=l+1, l+2, \ldots, g-1$.

Proof. Configuration $c$ has the above format when first generated in Step 2.3 of ALGORITHM1 $(\mathcal{A})$. Subsequently, new configurations $c^{\prime}$ are generated in SEARCH from this $c$ by always changing the first entry of $\perp$ to an integer. Furthermore, $c\left(v_{g-1}\right)=\perp$ is never changed. This completes the proof.

Lemma 2.14. When called in Step 2.4 of $\operatorname{ALGORITHM} 1(\mathcal{A}), \operatorname{SEARCH}(\mathcal{A}, c)$ successfully searches subarrangement $\mathcal{A}(c)=$ $(\mathcal{L}(v), V(c))$ using the searchlights of the guards in $V(c)$.


Fig. 10. Step 3 of Procedure SEARCH: (a) $v_{k} \notin R(c)$; (b) $v_{k} \in R(c): L_{m}^{k}$ contains the bridge $v_{k} x$.

Proof. There are no segments or half-lines to search in Case 1. For Case 2, by Lemma $2.13 v_{k}=v_{g-1}$ implies guards $v_{0}, v_{1}, \ldots, v_{g-2}$ are all active, each supporting one of its wedges. Thus, all segments and half-lines in $\mathcal{L}(c)$ are visible from $v_{g-1}$, and they do not intersect with any half-line that does not emanate from $v_{g-1}$. Thus, $v_{g-1}$ can clear them simply by illuminating them by $F_{0}^{g-1}$ in any order. In Subcase 3.1, $R(c)$ is subdivided into smaller wedge intersections by searchlights $F_{0}^{k}$ and $F_{1}^{k}$ of $v_{k}$, and each is searched recursively by SEARCH in Step S. 5 without using the searchlights of $v_{0}, v_{1}, \ldots, v_{k}$. Therefore, assuming (inductively) that each of these searches ends successfully, the search of entire $R(c)$ will successfully complete, since the wedge sweep starting with $W_{m}^{k}$ that partially intersects $R(c)$ prevents recontamination of cleared wedge intersections. Finally, for Subcase 3.2, first note that by Lemma 2.13 guards $v_{0}, v_{1}, \ldots, v_{k-1}$ are all active, and hence $R(c)$ is the intersection of wedges of all guards $v_{0}, v_{1}, \ldots, v_{k-1}$. Thus by Observation 2.11, $v_{k} \in R(c)$ implies that there exists a bridge between $v_{k}$ and $\partial R(c)$. Therefore, again assuming (inductively) that each of the searches in Step S. 5 ends successfully, we can conclude that the search of entire $R(c)$ will successfully complete, because (i) the wedge sweep starts by first searching wedge $W_{m}^{k}$ that has the bridge on its boundary, and (ii) the bridge, which has no intersection with other lines, will not be recontaminated during the sweep once it is searched.

Theorem 2.10 follows from Lemmas 2.12 and 2.14.

### 2.3.2. When graph $N_{\mathcal{A}}$ has more than one source component

Let us extend the discussion above, so that we can handle, in a unified manner, all ( $n, g$ )-arrangements $\mathcal{A}$ whose graph $N_{\mathcal{A}}$ has $h$ source components, $h \geq 1$. We start by modifying ALGORITHM1 slightly so that the resulting algorithm, ALGORITHM2, successfully searches arrangement $\mathcal{A}=(\mathcal{L}, V)$ regardless of the number of source components in $N_{\mathcal{A}}$, using any given ordering $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ of the guards in $V$ and the following placement of searchlights based on the order $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ :

1. Three searchlights $F^{0}, F_{0}^{0}, F_{1}^{0}$ are placed at $v_{0}$.
2. For $i=1,2, \ldots, g-2$,
(a) three searchlights $F^{i}, F_{0}^{i}, F_{1}^{i}$ are placed at $v_{i}$ if $v_{i}$ is not a neighbor of any of $v_{0}, v_{1}, \ldots, v_{i-1}$, and
(b) two searchlights $F_{0}^{i}, F_{1}^{i}$ are placed at $v_{i}$ otherwise.
3. One searchlight $F_{0}^{g-1}$ is placed at $v_{g-1}$.

The total number of searchlights is $2 g$ plus the number of guards $v_{i}, 2 \leq i \leq g-2$, that is not a neighbor of any of $v_{0}, v_{1}, \ldots, v_{i-1}$. $\operatorname{ALGORITHM} 2(\mathcal{A})$ is identical to $\operatorname{ALGORITHM} 1(\mathcal{A})$, except that $\operatorname{Steps}$ 3.2.1 and $\operatorname{S.1}$ of $\operatorname{SEARCH}(\mathcal{A}, c)$ are replaced by the following Steps 3.2.1 ${ }^{\prime}$ and S. $1^{\prime}$, respectively ${ }^{11}$ :
3.2.1 ${ }^{\prime}$ If there exists a bridge from $v_{k}$ to $\partial R(c)$, then let $L_{m}^{k}$ be the half-line in $\mathcal{L}\left(v_{k}\right)$ that contains the bridge. Otherwise set $m=0$.
S. $1^{\prime}$ Aim $F_{0}^{k}$ at $L_{\text {first }}^{k}$ and aim $F_{1}^{k}$ at $L_{\text {first }+1}^{k}$. In addition, aim $F^{k}$ at $L_{\text {first }}^{k}$ if $v_{k}$ has $F^{k}$.

By construction, guard $v_{k}$ has a third searchlight $F^{k}$ and aims it at $L_{\text {first }}^{k}$ in Step S.1' precisely when no bridge exists from $v_{k}$ to $\partial R(c)$ in Step 3.2.1 ${ }^{\prime}$.

Note that if $N_{\mathcal{A}}$ has exactly one source component and $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ is a topological order of the guards in $V$ induced by a spanning arborescence of $N_{\mathcal{A}}$, then a total of $2 g$ searchlights are placed and ALGORITHM2 reduces to ALGORITHM1.

The correctness of ALGORITHM2 is proved in the next lemma.
Lemma 2.15. Given an arbitrary ordering $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ of the guards in $V$, $\operatorname{ALGORITHM2}(\mathcal{A})$ successfully searches arrangement $\mathcal{A}=(\mathcal{L}, V)$ using the searchlights placed as above.

Proof. Let us focus on the difference between ALGORITHM1 and ALGORITHM2. In Case 1, Case 2 and Subcase 3.1 the two algorithms behave identically. Consider Subcase 3.2, where $v_{k}$, the guard to be activated, is in the intersection $R(c)$ of wedges of guards $v_{0}, v_{1}, \ldots, v_{k-1}$. If $v_{k}$ is a neighbor of some $v_{j}, 1 \leq j \leq k-1$, then the argument in the proof of Observation 2.11 carries through (even though $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ may not be a topological order of any arborescence of $N_{\mathcal{A}}$ ) and shows that a bridge exists from $v_{k}$ to $\partial R(c)$. Thus, as in ALGORITHM1, a wedge sweep around $v_{k}$ can be performed using two searchlights $F_{0}^{k}$ and $F_{1}^{k}$ starting with the wedge $W_{\text {first }}^{k}$ that has the bridge on its boundary. If, on the other hand, $v_{k}$ is not a neighbor of any of $v_{j}, 1 \leq j \leq k-1$, then such a bridge does not exist. In this case $v_{k}$ has a third searchlight $F^{k}$, so as in Step 1.1 of ALGORITHM1, a wedge sweep around $v_{k}$ can be performed using $F_{0}^{k}$ and $F_{1}^{k}$ after setting $F^{k}$ as a "pseudo bridge" in Step S.1'. This completes the proof of the lemma.

[^7]We are now ready to prove an upper bound on $s(\mathcal{A})$ in terms of the number $h$ of source components in $N_{\mathcal{A}}$. Theorem 2.16 generalizes Theorem 2.10.

Theorem 2.16. $s(\mathcal{A}) \leq 2 g+(h-1)$.
Proof. Let $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}$ be the source components of $N_{\mathcal{A}}$. By Observation 2.9 there exists a spanning forest of $N_{\mathcal{A}}$ consisting of $h$ arborescences $T_{j}=\left(V_{j}, E_{j}\right), 1 \leq j \leq h$, each with root $u_{j} \in \mathcal{U}_{j}$, where $V_{1}, V_{2}, \ldots, V_{k}$ form a partition of $V$. For $1 \leq j \leq h$, let $\sigma_{j}$ be a topological order of the guards in $V_{j}$ induced by $T_{j}$, and let $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle=\sigma_{1} \sigma_{2} \ldots \sigma_{h}$ be their concatenation. Note that each $\sigma_{j}$ starts with $u_{j}, v_{0}=u_{1}$, and $v_{g-1} \neq u_{h}$ by Observation 2.8. In this sequence, there are exactly $h-1$ guards, $u_{2}, u_{3}, \ldots, u_{h}$, among $v_{1}, \ldots, v_{g-2}$ that are not a neighbor of any guard preceding them. Therefore, the total number of searchlights placed at the guards to run ALGORITHM2 is $2 g+(h-1)$ (three at each of $u_{1}, u_{2}, \ldots$, $u_{h}$, one at $v_{g-1}$, and two at each of the remaining $g-h-1$ guards). The theorem follows from this observation and Lemma 2.15.

We observe that the orderings $\sigma_{1}, \sigma_{2}, \ldots, \sigma_{h}$ induced by the $h$ arborescences $T_{j}=\left(V_{j}, E_{j}\right), 1 \leq j \leq h$, can be chosen independently of one another in the proof of Theorem 2.16, without affecting the correctness of ALGORITHM2. This fact allows us to "dynamically" modify $\sigma_{j}$ for some $j$ during the execution of ALGORITHM2 to further reduce the total number of searchlights.

Specifically, suppose ALGORITHM2 is being executed using the ordering $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle=\sigma_{1} \sigma_{2} \ldots \sigma_{h}$ set in the proof of Theorem 2.16, where for each $j, 1 \leq j \leq h, \sigma_{j}$ starts with root $u_{j} \in \mathcal{U}_{j}$ of arborescence $T_{j}=\left(V_{j}, E_{j}\right)$. Suppose $\operatorname{SEARCH}(\mathcal{A}, c)$ is being called with current configuration $c$. The only situation in which the next guard $v_{k}$ to be activated needs three searchlights is where $v_{k}=u_{j}$ (i.e., $v_{k}$ is the first guard among $v_{0}, v_{1}, \ldots, v_{k-1}, v_{k}$ that belongs to $V_{j}$ ) for some $j, 2 \leq j \leq h$, and $u_{j} \in R(c)$ (Subcase 3.2). Now, suppose the following condition holds for $\mathcal{U}_{j}$ :

Condition A: There exists a guard $v_{i}, 0 \leq i \leq k-1$, such that none of the wedges of $v_{i}$ contains all guards in $\mathcal{U}_{j}$.
Condition A ensures that there exists another guard $u_{j}^{\prime} \in \mathcal{U}_{j}$ that is not in the wedge of $v_{i}$ containing $u_{j}$, and hence, $u_{j}^{\prime} \notin R(c)$. (Recall that $\left|\mathcal{U}_{j}\right| \geq 2$ by Observation 2.8.) So, if we modify the ordering $\sigma_{1} \sigma_{2} \ldots \sigma_{j} \ldots \sigma_{k}$ at this moment by replacing $\sigma_{j}$ by $\sigma_{j}^{\prime}$, where $\sigma_{j}^{\prime}$ is a topological ordering of the guards in $V_{i}$ starting with $u_{j}^{\prime}$ induced by an arborescence $T_{j}^{\prime}=\left(V_{j}, E_{j}^{\prime}\right)$ with root $u_{j}^{\prime}$, then $v_{k}=u_{j}^{\prime} \notin R(c)$ holds (Subcase 3.1) and $v_{k}$ needs only two searchlights to perform a wedge sweep. Of course, the correctness of ALGORITHM2 is not affected by this modification. In summary, if Condition A holds for $\mathcal{U}_{j}$, then we can always ensure that $v_{k} \notin R(c)$, by using either $\sigma_{j}$ (if $u_{j} \notin R(c)$ ) or $\sigma_{j}^{\prime}$ (if $u_{j} \in R(c)$ ). Let us now formalize this observation.

Given an arrangement $\mathcal{A}=(\mathcal{L}, V)$ whose graph $N_{\mathcal{A}}$ has $h$ source components $\mathcal{U}_{1}, \ldots, \mathcal{U}_{h}$, a component $\mathcal{U}_{i}$ is called a splitter of $\mathcal{U}_{j}, i \neq j$, if there exists a guard $v \in V\left[\mathcal{U}_{i}\right]$ such that none of the wedges of $v$ fully contains $\mathcal{U}_{j}$, where $V\left[\mathcal{U}_{i}\right]$ is the set of guards reachable from the guards in $\mathcal{U}_{i}$ in $N_{\mathcal{A}}$. Construct now a directed graph $G_{\mathcal{A}}^{*}=\left(\mathcal{V}^{*}, \mathcal{E}^{*}\right)$ such that $\mathcal{V}^{*}=\left\{\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}\right\}$ and, for $1 \leq i, j \leq h,\left(\mathcal{U}_{i}, \mathcal{U}_{j}\right) \in \mathcal{E}^{*}$ if and only if $i \neq j$ and $\mathcal{U}_{i}$ is a splitter of $\mathcal{U}_{j}$. Note that $\left(\mathcal{U}_{i}, \mathcal{U}_{j}\right) \in \mathcal{E}^{*}$ implies that if the searchlights at the guards in $V\left[\mathcal{U}_{i}\right]$ are activated before those in $\mathcal{U}_{j}$, then $\mathcal{U}_{j}$ satisfies Condition a and hence none of the guards in $\mathcal{U}_{j}$ needs three searchlights.

Let $h^{*}$ be the minimum number of arborescences in a spanning forest of $G_{\mathcal{A}}^{*}$. (Equivalently, $h^{*}$ is the number of source vertices in the condensation graph of $G_{\mathcal{A}}^{*}$.) Since $h^{*} \leq h$, the following theorem improves the upper bound on $s(\mathcal{A})$ proved in Theorem 2.16.

Theorem 2.17. $s(\mathcal{A}) \leq 2 g+\left(h^{*}-1\right)$.
Proof. Choose a spanning forest of $G_{\mathcal{A}}^{*}$ consisting of $h^{*}$ arborescences. Pick an ordering of $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}$ consistent with topological orderings induced by the arborescences. Without loss of generality, rename the source components as necessary and let $\left\langle\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}\right\rangle$ be such an ordering. Next, choose a spanning forest of $N_{\mathcal{A}}$ consisting of $h$ arborescences $T_{j}=$ $\left(V_{j}, E_{j}\right), 1 \leq j \leq h$, each with root $u_{j} \in \mathcal{U}_{j}$, where $V_{1}=V\left[\mathcal{U}_{1}\right]$ and for $2 \leq j \leq h, V_{j}=V\left[\mathcal{U}_{j}\right] \backslash\left(V\left[\mathcal{U}_{1}\right] \cup V\left[\mathcal{U}_{2}\right] \cup \cdots \cup V\left[\mathcal{U}_{j-1}\right]\right)$. (Such a spanning forest always exists, by Observation 2.9 and the fact that, for each $j$, every guard in $V_{j}$ is reachable from $u_{j}$ in the subgraph of $N_{\mathcal{A}}$ induced by $V_{j}$.) As in the proof of Theorem 2.16, let $\sigma_{j}$ be a topological order of the guards in $V_{j}$ induced by $T_{j}, 1 \leq j \leq h$, and let $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle=\sigma_{1} \sigma_{2} \ldots \sigma_{h}$ be their concatenation, where each $\sigma_{j}$ starts with $u_{j}, v_{0}=u_{1}$, and $v_{g-1} \neq u_{h}$ by Observation 2.8. In this sequence, there are exactly $h-1$ guards, $u_{2}, u_{3}, \ldots, u_{h}$, among $v_{1}, \ldots, v_{g-2}$ that are not a neighbor of any guard preceding them. Now, as the discussion preceding the theorem shows, for $2 \leq j \leq h$, the number of searchlights $u_{j}$ requires to execute a wedge sweep is two if Condition A holds for $\mathcal{U}_{j}$, and three otherwise. Obviously, by the choice of the sequence $\left\langle\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}\right\rangle$ that reflect the "splitter" relation, Condition A does not hold for exactly $h^{*}$ components among $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}$ (including $\mathcal{U}_{1}$ ) that are the roots of the $h^{*}$ arborescences in the spanning forest of $G_{\mathcal{A}}^{*}$. Therefore, the total number of searchlights necessary is $2 g+\left(h^{*}-1\right)$ (three each at $u_{1}$ and additional $h^{*}-1$ guards among $u_{2}, \ldots, u_{h}$, one at $v_{g-1}$, and two each at the remaining $g-h^{*}-1$ guards). The theorem follows from this observation and Lemma 2.15.

As we observed earlier in Footnote 9, a guard needs only two searchlights to perform a wedge sweep if it has a half-line that does not intersect any other line. We can strengthen this observation as follows. Given an $(n, g)$-arrangement $\mathcal{A}=$ $(\mathcal{L}, V)$, call a guard $v \in V$ external if it lies on the boundary of an unbounded face of the planar subdivision determined by $\overline{\mathcal{L}}$. A guard that has a half-line that does not intersect any other line is external. The following observation generalizes the remark in Footnote 9.

Observation 2.18. An external guard $v$ needs only two searchlights to perform a wedge sweep.
Proof. Let $f$ be an unbounded face whose boundary $v$ is on. Draw an imaginary half-line $L$ emanating from $v$ that stays within $f$. Since $L$ does not intersect any other line, as noted in Footnote $9, v$ can perform a wedge sweep using two searchlights, using $L$ as a pseudo bridge. This means that in the absence of $L, v$ can still perform a wedge sweep using two searchlights by simply ignoring all instructions to illuminate $L$.

As shown below, Observation 2.18 allows us to obtain another upper bound on $s(\mathcal{A})$ in the presence of external guards. Let $X$ be the set of external guards of an $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$, and set $\mathcal{U}_{0}=V[X] \subseteq V$, where $V[X]$ is the set of vertices of $N_{\mathcal{A}}=(V, E)$ that are reachable from some vertex in $X$. Consider the pair $\mathcal{A}^{\prime}=\left(\mathcal{L}^{\prime}, V^{\prime}\right)$, where $V^{\prime}=V \backslash \mathcal{U}_{0}$ and $\mathcal{L}^{\prime}$ is the set of all lines in $\mathcal{L}$ that cannot be illuminated from any guard in $\mathcal{U}_{0}$, obtained from $\mathcal{A}$ by removing the guards in $\mathcal{U}_{0}$ (and the half-lines emanating from them).

Lemma 2.19. If $\mathcal{L}^{\prime}$ is not empty, then $\mathcal{A}^{\prime}=\left(\mathcal{L}^{\prime}, V^{\prime}\right)$ is an arrangement.
Proof. Suppose $\mathcal{L}^{\prime}$ is not empty. We need to show that $V^{\prime}$ is a guard set of $\mathcal{L}^{\prime}$ and $\overline{\mathcal{L}^{\prime}}$ is connected. The former holds by definition, and we prove the latter by showing that every guard in $V^{\prime}$ is at the intersection of two lines in $\mathcal{L}^{\prime}$, which implies that not all lines in $\mathcal{L}^{\prime}$ are parallel. Let $v$ be any guard in $V^{\prime}$. Suppose $v$ is on just one line $L$ in $\mathcal{L}^{\prime}$, while, by assumption on $\mathcal{A}, v$ is at the intersection of two lines $L$ and $L^{\prime}$ in $\mathcal{L}$. Then, it must be the case that $L^{\prime} \in \mathcal{L}(u)$ for some guard $u \in \mathcal{U}_{0}$. This implies that $v$ is a neighbor of $u$ and hence $v \in V[X]=\mathcal{U}_{0}$, which contradicts $v \in V^{\prime}=V \backslash \mathcal{U}_{0}$.

Based on Lemma 2.19, let $\mathcal{U}_{1}, \ldots, \mathcal{U}_{h^{\prime}}$ be the source components of the directed graph $N_{\mathcal{A}^{\prime}}$ of arrangement $\mathcal{A}^{\prime}$. Define a directed graph $G_{\mathcal{A}}^{+}=\left(\mathcal{U}^{+}, \mathcal{E}^{+}\right)$where $\mathcal{U}^{+}=\left\{\mathcal{U}_{0}, \mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h^{\prime}}\right\}$, and for $1 \leq i, j \leq h^{\prime},\left(\mathcal{U}_{i}, \mathcal{U}_{j}\right) \in \mathcal{E}^{+}$if and only if $i \neq j$ and $\mathcal{U}_{i}$ is a splitter of $\mathcal{U}_{j}$. In addition, for $1 \leq j \leq h^{\prime},\left(\mathcal{U}_{0}, \mathcal{U}_{j}\right) \in \mathcal{E}^{+}$if and only if there exists a guard $v \in \mathcal{U}_{0}$ such that none of the wedges of $v$ fully contains $\mathcal{U}_{j} .{ }^{12}$ Note that, by definition, $\mathcal{U}_{0}$ is always a source vertex of $G_{\mathcal{A}}^{+}$. Let $h^{+}$be the minimum number of arborescences in a spanning forest of $G_{\mathcal{A}}^{+}$. (Equivalently, $h^{+}$is the number of source vertices in the condensation graph of $G_{\mathcal{A}}^{+}$.) We have the following theorem.

Theorem 2.20. If $X \neq \emptyset$, then $s(\mathcal{A}) \leq 2 g+\left(h^{+}-2\right)$.
Proof. As in the proof of Theorem 2.17, it suffices to give an ordering $\left\langle v_{0}, v_{1}, \ldots, v_{g-1}\right\rangle$ of the guards in $V$ for which $2 g+$ $\left(h^{+}-2\right)$ searchlights are sufficient for executing ALGORITHM2. Such an ordering can easily be obtained by concatenating the following two orderings in the given order:

1. Any ordering of the guards in $X$ followed by an ordering of the guards in $\mathcal{U}_{0} \backslash X$, such that, every guard $v \notin X$ is a neighbor of some guard preceding it in the sequence. (Such an ordering always exists because $\mathcal{U}_{0}=V[X]$.)
2. An ordering of the guards in $V^{\prime}\left(=V \backslash \mathcal{U}_{0}\right)$ constructed for $N_{\mathcal{A}^{\prime}}$ from $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h^{\prime}}$ based on a spanning forest of $N_{\mathcal{A}^{\prime}}$ consisting of $h^{+}$arborescences, as was done in the proof of Theorem 2.17 for $N_{\mathcal{A}}$ from $\mathcal{U}_{1}, \mathcal{U}_{2}, \ldots, \mathcal{U}_{h}$.

Since every guard in $X$ (including the guard that is now $v_{0}$ ) needs only two searchlights by Observation 2.18 , the total number of searchlights is $2 g+\left(h^{+}-2\right)$ (three at each first guard of the $h^{+}-1$ source vertices of $G_{\mathcal{A}}^{+}$excluding $\mathcal{U}_{0}$, one at $v_{g-1}$, and two at each of the remaining $g-h^{+}$guards). This completes the proof.

We now establish an upper bound of $7 \mathrm{~g} / 3-1$ on $s(n, g)$ based on estimates of $h^{*}$ and $h^{+}$and the bounds given in Theorems 2.17 and 2.20. First, we have:

Lemma 2.21. Let $\mathcal{U}$ be an arbitrary source component of an arrangement. If $\mathcal{U}$ does not contain an external guard, then $|\mathcal{U}| \geq 3$.
Proof. Assume that $\mathcal{U}$ does not contain an external guard. By Observation $2.8,|\mathcal{U}| \geq 2$. Suppose for a contradiction that $|\mathcal{U}|=2$ and denote $\mathcal{U}=\left\{x_{1}, x_{2}\right\}$. Since neither $x_{1}$ nor $x_{2}$ is external and neither is a neighbor of any other guard, every

[^8]

Fig. 11. Illustration for the proof of Lemma 2.21.
half-line in $\mathcal{L}\left(x_{1}\right)$ is intersected first by a half-line in $\mathcal{L}\left(x_{2}\right)$, and every half-line in $\mathcal{L}\left(x_{2}\right)$ is intersected first by a half-line in $\mathcal{L}\left(x_{1}\right)$. Thus, $x_{1}$ and $x_{2}$ cannot lie on the same line. Let $L_{1}^{1}, L_{2}^{1}$ be the half-lines in $\mathcal{L}\left(x_{1}\right)$ defining the smallest wedge of $x_{1}$ containing $x_{2}$. Similarly, let $L_{1}^{2}, L_{2}^{2}$ be the half-lines in $\mathcal{L}\left(x_{2}\right)$ defining the smallest wedge of $x_{2}$ containing $x_{1}$. See Fig. 11 . For each of these half-lines $L_{q}^{p}$, let us denote by $L_{q}^{\prime p}$ the half-line in $\mathcal{L}\left(x_{p}\right)$ such that $L_{q}^{p}$ and $L_{q}^{\prime p}$ are the two halves of a single line passing through $x_{p}$. Then, either $L_{1}^{\prime 2}$ or $L_{2}^{\prime 2}$ is not intersected by any half-line in $\mathcal{L}\left(x_{1}\right)$, or either $L_{1}^{\prime 1}$ or $L_{2}^{\prime 1}$ is not intersected by any half-line in $\mathcal{L}\left(x_{2}\right)$ - a contradiction.

Lemma 2.21 implies that if $X=\emptyset$ then $h^{*} \leq g / 3$, and if $X \neq \emptyset$ then $h^{+} \leq\left(g-\left|\mathcal{U}_{0}\right|\right) / 3 \leq(g-1) / 3$. By these observations and Theorems 2.17 and 2.20 , we obtain:

Theorem 2.22. For each $n \geq 1$ and $g \geq 1, s(n, g) \leq 7 g / 3-1$.
It is worth pointing out that the result of Lemma 2.21 cannot be improved since for every $k \geq 1$, there exists an arrangement without external guards having exactly $k$ source components, each of size three: see Fig. 12(a, b and c), respectively, for such an arrangement for $k=1$, its schematic drawing, and a schematic drawing of such an arrangement for $k=2$. On the other hand, they satisfy $h^{+}=1$ because the most "internal" source component is a splitter for all other source components, and hence by Theorem 2.20, they require only $2 g$ searchlights.


Fig. 12. (a) An arrangement $\mathcal{A}=(\mathcal{L}, V)$ with no external guards whose directed graph $N_{\mathcal{A}}$ is a 3 -vertex bidirectional cycle. The three guards in the cycle form a single connected component. (b) For any guard $v \in V$, we "bundle" the lines in $\mathcal{L}(v)$ tightly and use the bundles to form a triangular arrangement. (c) By repeatedly embedding a triangular arrangement in the "interior" of an existing arrangement, we obtain an arrangement with no external guards, having $k$ source components of size three each; here $k=2$.

## 3. The searchlight problem for line segments

In this section, we discuss the bounds on the number of searchlights that are sometimes necessary but always sufficient to successfully search an arbitrary $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$ of line segments. We note that the problem of determining the minimum guard set for a set of line segments is NP-hard [2].

In Section 3.1, we show a lower bound of $\Omega\left(g \cdot \log \frac{n}{g}\right)$ on $s(n, g)$, that is, we prove that there are $(n, g)$-arrangements of line segments that require $\Omega\left(g \cdot \log \frac{n}{g}\right)$ searchlights. Next, in Section 3.2, we establish an upper bound of $O\left(g^{2} \cdot \log n\right)$ on $s(n, g)$, that is, we prove that any ( $n, g$ )-arrangement of line segments can be searched using $O\left(g^{2} \cdot \log n\right)$ searchlights. Finally, following the approach discussed in Section 2.2, we provide an upper bound on $s(n, g)$ in terms of the sum of guard degrees.

As before, $\Delta(\mathcal{A})=\max _{v \in V} \operatorname{deg}_{\mathcal{A}}(v)$ is the degree of $\mathcal{A}=(\mathcal{L}, V)$, where $\operatorname{deg}_{\mathcal{A}}(v)=|\mathcal{L}(v)|$ and $\mathcal{L}(v)$ is the set of all maximal subsegments of line segments in $\mathcal{L}$ that meet at $v$.

### 3.1. The lower bound

Consider the arrangement $\mathcal{A}_{2}=\left(\mathcal{L}_{2}, V_{2}\right)$ depicted in Fig. 13 , with $\Delta\left(\mathcal{A}_{2}\right)=\Delta_{2}=4,\left|\mathcal{L}_{2}\right|=2 \cdot \Delta_{2}=8$ and $V_{2}=\left\{v_{0}, v_{1}\right\}$.


Fig. 13. Arrangement $\mathcal{A}_{2}=\left(\mathcal{L}_{2}, V_{2}\right)$ and its subarrangement $\mathcal{A}_{2}^{\square}$.


Fig. 14. Arrangement $\mathcal{A}_{3}$ constructed from three copies of $\mathcal{A}_{2}: \hat{\mathcal{A}}_{2}, \overline{\mathcal{A}}_{2}$ and $\check{\mathcal{A}}_{2}$, and eight additional line segments.


Fig. 15. Arrangement $\mathcal{A}_{k}$ constructed from three copies of $\mathcal{A}_{k-1}$ and eight additional line segments.
We now construct an arrangement $\mathcal{A}_{3}=\left(\mathcal{L}_{3}, V_{3}\right)$ and its subarrangement $\mathcal{A}_{3}^{\square}$ as depicted in Fig. 14, where

$$
\Delta\left(\mathcal{A}_{3}\right)=\Delta_{3}=4+3 \cdot \Delta_{2}=16 \leq 4 \cdot \Delta_{2}
$$

$\mathcal{A}_{3}$ is constructed from three "copies" of $\mathcal{A}_{2}$ and eight additional line segments; observe that $\left|\mathcal{L}_{3}\right|=2 \cdot \Delta_{3}$ and $\left|V_{3}\right|=$ $\left|V_{2}\right|=2$.

We continue with an analogous construction for any $k \geq 4$. Namely, the arrangement $\mathcal{A}_{k}=\left(\mathcal{L}_{k}, V_{k}\right)$, with $\left|\mathcal{L}_{k}\right|=2$. $\Delta\left(\mathcal{A}_{k}\right), V_{k}=\left\{v_{0}, v_{1}\right\}$ and

$$
\begin{equation*}
\Delta\left(\mathcal{A}_{k}\right)=\Delta_{k}=4+3 \cdot \Delta_{k-1} \leq 4 \cdot \Delta_{k-1} \leq 4^{k-1} \tag{1}
\end{equation*}
$$

is constructed from three "copies" of the arrangement $\mathcal{A}_{k-1}$ with disjoint sets $\mathcal{L}_{k-1}$ and eight additional line segments, as illustrated in Fig. 15. One can observe that the arrangement $\mathcal{A}_{k}$ has the following key property: Between any two copies of $\mathcal{A}_{k-1}^{\square}$, there is a path that avoids the line segments of the third copy of $\mathcal{A}_{k-1}$.

Lemma 3.1. For each $k \geq 2, s\left(\mathcal{A}_{k}\right)=\Omega\left(\log \Delta_{k}\right)$.
Proof. If, in a searching strategy for $\mathcal{A}_{k}, i \geq 1$ searchlights simultaneously illuminate some segments in $\mathcal{L}_{k}$ at time $t$, each containing a segment from $\mathcal{A}_{k}^{\square}$, then we say that these $i$ searchlights are involved in searching $\mathcal{A}_{k}^{\square}$ at time $t$. Following this definition, for a searching strategy $A$ for $\mathcal{A}_{k}$, let $x_{A}\left(\mathcal{A}_{k}\right)$ denote the maximum number of searchlights involved in searching $\mathcal{A}_{k}^{\square}$ by $A$. Define

$$
x\left(\mathcal{A}_{k}\right):=\min _{A} x_{A}\left(\mathcal{A}_{k}\right)
$$

where the minimum is taken over all searching strategies $A$ for $\mathcal{A}_{k}$. For the purpose of the proof, let $\mathcal{A}_{1}=\left(\emptyset,\left\{v_{0}, v_{1}\right\}\right)$. Observe that $s\left(\mathcal{A}_{1}\right)=x\left(\mathcal{A}_{1}\right)=0$ and we have $s\left(\mathcal{A}_{k}\right) \geq x\left(\mathcal{A}_{k}\right)$ for each $k \geq 2$.

Now, we prove by induction on $k \geq 2$ that $x\left(\mathcal{A}_{k}\right) \geq x\left(\mathcal{A}_{k-1}\right)+1$ holds. For $k=2$, the claim follows from the fact that $x\left(\mathcal{A}_{1}\right)=0$ and we need to place at least one searchlight at each guard in $\mathcal{A}_{2}$ to search $\mathcal{A}_{2}^{\square}$ (and so $x\left(A_{2}\right) \geq 2$ ).


Fig. 16. Arrangement $\mathcal{A}$ with $s(\mathcal{A})=\Omega\left(g \cdot \log \frac{n}{g}\right)$; here $g=5$.
Suppose now that the claim holds for some $k-1 \geq 2$ and we prove it for $k$. Let $\hat{\mathcal{A}}_{k-1}^{\square}, \overline{\mathcal{A}}_{k-1}^{\square}$ and $\check{\mathcal{A}}_{k-1}^{\square}$ be the three copies of $\mathcal{A}_{k-1}^{\square}$ included in $\mathcal{A}_{k}^{\square}$, as shown in Fig. 15. By definition, since $\mathcal{A}_{k}^{\square}$ includes a copy of $\mathcal{A}_{k-1}^{\square}$, we have $x\left(\mathcal{A}_{k}\right) \geq x\left(\mathcal{A}_{k-1}\right)$. Consider now any searching strategy $A$ for $\mathcal{A}_{k}$, and suppose for a contradiction that $A$ involves only $x\left(\mathcal{A}_{k-1}\right)$ searchlights in searching $\mathcal{A}_{k}^{\square}$. Note that $A$ clears the entire $\mathcal{A}_{k}^{\square}$, and $\hat{\mathcal{A}}_{k-1}^{\square}, \overline{\mathcal{A}}_{k-1}^{\square}$ and $\check{\mathcal{A}}_{k-1}^{\square}$ are pairwise disjoint copies of $\mathcal{A}_{k-1}^{\square}$. Thus, by the induction hypothesis, there exist three time moments $\hat{t}, \bar{t}$ and $\check{t}$ in which at least $x\left(\mathcal{A}_{k-1}\right)$ searchlights are involved in searching $\hat{\mathcal{A}}_{k-1}^{\square}, \overline{\mathcal{A}}_{k-1}^{\square}$ and $\check{\mathcal{A}}_{k-1}^{\square}$, respectively. Take $\hat{t}, \bar{t}$ and $\check{t}$ to be maximal, i.e., $\hat{\mathcal{A}}_{k-1}^{\square}, \overline{\mathcal{A}}_{k-1}^{\square}$ and $\check{\mathcal{A}}_{k-1}^{\square}$ remain clear after the time moments $\hat{t}, \bar{t}$ and $\check{t}$, respectively. Moreover, since $\hat{\mathcal{A}}_{k-1}^{\square}, \overline{\mathcal{A}}_{k-1}^{\square}$ and $\check{\mathcal{A}}_{k-1}^{\square}$ are pairwise disjoint, we have that the three time moments are pairwise different.

Assume without loss of generality that $\hat{t}<\bar{t}<\check{t}$. Consider the time moment $\bar{t}$ when all $x\left(\mathcal{A}_{k-1}\right)$ searchlights are involved in searching $\overline{\mathcal{A}}_{k-1}^{\square}$. Now, since there is a non-illuminated path in $\mathcal{A}_{k}^{\square}$ (i.e., a path disjoint from all segments of $\overline{\mathcal{A}}_{k-1}$ ) from the contaminated $\check{\mathcal{A}}_{k-1}^{\square}$ to $\hat{\mathcal{A}}_{k-1}^{\square}$, the intruder may at time moment $\bar{t}$ get from $\check{\mathcal{A}}_{k-1}^{\square}$ to $\hat{\mathcal{A}}_{k-1}^{\square}$ without being detected. This contradicts the maximality of $\hat{t}$, i.e., it contradicts the assumption that $\hat{\mathcal{A}}_{k-1}^{\square}$ remains clear at any time moment $t \geq \hat{t}$. Consequently, the searching strategy $A$ cannot use only $x\left(\mathcal{A}_{k-1}\right)$ searchlights to search $\mathcal{A}_{k}^{\square}$ (and thus to search $\mathcal{A}_{k}$ ). This proves that $x\left(\mathcal{A}_{k}\right) \geq x\left(\mathcal{A}_{k-1}\right)+1$.

Now we are ready to conclude the proof of the lemma. Note that for $k \geq 2, s\left(\mathcal{A}_{k}\right) \geq x\left(\mathcal{A}_{k}\right) \geq 2$ and a simple induction on $k$ together with the above claim imply $s\left(\mathcal{A}_{k}\right) \geq k$. Thus, by (1), $s\left(\mathcal{A}_{k}\right)=\Omega\left(\log \left|\mathcal{L}_{k}\right|\right)=\Omega\left(\log \Delta_{k}\right)$ as required.

Now, by adjoining $g-1$ copies of $\mathcal{A}_{k}$, as shown in Fig. 16, we construct an $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$ with $n=$ $(g-1) \cdot \Delta(\mathcal{A})$ and $\Delta(\mathcal{A})=2 \cdot \Delta\left(\mathcal{A}_{k}\right)$. Each guard in $V$ requires $\Omega(\log \Delta(\mathcal{A}))$ searchlights to search $\mathcal{A}$, and hence $s(\mathcal{A})=$ $\Omega(g \cdot \log \Delta(\mathcal{A}))=\Omega\left(g \cdot \log \frac{n}{g}\right)$.

Of course, the above construction is derived for a particular choice of $g$ and $n$. However, to derive asymptotically the same lower bound for any choice of $g$ and $n$, all we need is to consider the largest $k$ such that $(g-1) \cdot 2 \cdot 4^{k-1} \leq n$. Then our construction provides the arrangement $\mathcal{A}$ such that $s(\mathcal{A})=\Omega(g \cdot k)$. Since $k=\Omega\left(\log \frac{n}{g}\right)$ by the maximality of $k$, we also obtain $s(\mathcal{A})=\Omega\left(g \cdot \log \frac{n}{g}\right)$, and hence we may conclude with the following theorem.

Theorem 3.2. For arrangements of line segments, we have $s(n, g)=\Omega\left(g \cdot \log \frac{n}{g}\right)$.

### 3.2. The upper bound

In this section we prove that $O\left(g^{2} \cdot \log n\right)$ searchlights are always sufficient to search any $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$ of line segments. Briefly, the idea is as follows. First, by permanently illuminating a set $\mathcal{I} \subseteq \mathcal{L}$ of segments using at most $2 g-1$ searchlights (Section 3.2.1), we divide $\mathcal{A}$ into $k$ "nice" subarrangements $\mathcal{A}_{1}, \mathcal{A}_{2}, \ldots, \mathcal{A}_{k}$ such that each satisfies three "nice" properties defined below. Next, we search these subarrangements one by one using for each of them a recursive divide-and-conquer procedure based on the concept of "balanced splitters" and "separators" (Section 3.2.3 and Section 3.2.4, respectively).

### 3.2.1. Partitioning into nice subarrangements

Let $\mathcal{I} \subseteq \mathcal{L}$ be a set of segments that satisfies the following nice properties.

1. Every guard in $V$ lies on some segment in $\mathcal{I}$,
2. the union $\overline{\mathcal{I}}$ of segments in $\mathcal{I}$ is connected, and
3. there is a segment $L \in \mathcal{I}$ incident to the unbounded face $F$ of the planar subdivision formed by the segments in $\mathcal{L}$ (in other words, $L$ has an endpoint on the boundary of $F$ ).

Note that such set $\mathcal{I}$ always exists (one may take $\mathcal{I}=\mathcal{L}$ ); in Lemma 3.4 we will establish the existence of a set $\mathcal{I}$ of "small" cardinality. Now, if we place a sufficient number of searchlights at the guard locations and simultaneously and permanently illuminate all segments in $\mathcal{I}$, then the segments in $\mathcal{L} \backslash \mathcal{I}$ are partitioned into a number of sets $\mathcal{L}_{1}, \ldots, \mathcal{L}_{k}$ of non-illuminated subsegments (to which we shall simply refer as "segments" hereafter), where each $\overline{\mathcal{L}}_{i}$ is a maximal connected set in $\overline{\mathcal{L}} \backslash \overline{\mathcal{I}}$; see Fig. 17. Each $\mathcal{L}, i=1, \ldots, k$, together with $\mathcal{I}$, constitutes a nice subarrangement of $\mathcal{A}$ with respect to $\mathcal{I}$, denoted by $\mathcal{A}_{i}=\left(\mathcal{L}_{i}, V, \mathcal{I}\right)$. We call $\mathcal{I}$ the boundary of $\mathcal{A}_{i}$. The above properties of $\mathcal{I}$ guarantee the following.

Observation 3.3. For each $i \in\{1, \ldots, k\}$, every segment in $\mathcal{L}_{i}$ has an endpoint in $\mathcal{I}$.


Fig. 17. (a) An arrangement $\mathcal{A}=(\mathcal{L}, V)$ with a subset $\mathcal{I} \subset \mathcal{L}$ of illuminated segments, marked gray. (b, c) Some subarrangements of $\mathcal{A}$ with respect to $\mathcal{I}$. (c) A segment in $\mathcal{L}$ may contribute a number of line segments in a subarrangement; here, segment $s \in \mathcal{L} \backslash \mathcal{I}$ contributes three line segments.


Fig. 18. (a) The set $\mathcal{L}(v)$ of all maximal line-segments that meet at $v$; here $|\mathcal{L}(v)|=14$. (b) The set $\tilde{\mathcal{L}}(v) \subset \tilde{\mathcal{L}}$ of all (non-illuminated) segments of a nice subarrangement $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ that can be illuminated from $v \in V$; here $|\tilde{\mathcal{L}}(v)|=11$. (c) The set $\tilde{\mathcal{L}}^{*}(v)$ of all edges contained in the segments in $\tilde{\mathcal{L}}(v)$; here $\left|\tilde{\mathcal{L}}^{*}(v)\right|=22$.

The next lemma shows that a desired set $\mathcal{I} \subseteq \mathcal{L}$ can be constructed using at most $2 g-1$ line segments in $\mathcal{L}$.
Lemma 3.4. Let $\mathcal{A}=(\mathcal{L}, V)$ be an ( $n, g$ )-arrangement of line segments. There exists a subset $\mathcal{I} \subseteq \mathcal{L}$ of size at most $2 g-1$ that satisfies the three nice properties.

Proof. Let $G=(V, E)$ be the graph with vertex set $V$, and in which two vertices $v_{i}$ and $v_{j}, i \neq j$, are adjacent if and only if either (i) $\mathcal{L}\left(v_{i}\right) \cap \mathcal{L}\left(v_{j}\right) \neq \emptyset$ (i.e., $v_{i}$ and $v_{j}$ lie on a segment $L$ in $\mathcal{L}$ ), or (ii) some segments $L^{\prime} \in \mathcal{L}\left(v_{i}\right)$ and $L^{\prime \prime} \in \mathcal{L}\left(v_{j}\right)$ intersect. We say that $L$ or, respectively, $L^{\prime}$ and $L^{\prime \prime}$, correspond(s) to the edge $\left\{v_{i}, v_{j}\right\}$ of $G$; if there are several such pairs ( $L^{\prime}, L^{\prime \prime}$ ), we choose (and fix) any of them. Notice that since the union $\overline{\mathcal{L}}$ is connected, $G$ is connected as well. Let $T$ be a spanning tree of $G$. First, for every edge of $T$, include in $\mathcal{I}$ either one segment or a pair of segments that corresponds to it. Next, if no segment chosen so far has an endpoint in the unbounded face of the planar subdivision formed by the segments in $\mathcal{L}$, then choose an arbitrary segment in $\mathcal{L}$ that has an endpoint in the unbounded face and include it in $\mathcal{I}$. The resulting set $\mathcal{I}$ consists of at most $2 g-1$ segments all taken from $\mathcal{L}$, and satisfies the three nice properties.

Taking into account the above lemma, by using at most $2 \cdot(2 g-1)=\Theta(g)$ searchlights to permanently illuminate all segments in $\mathcal{I}$, we may focus only on bounding the number of searchlights that are needed to search any (single) nice subarrangement of $\mathcal{A}$ with respect to the boundary $\mathcal{I}$. Our idea for proving the existence of such a searching strategy that uses 'few' searchlights is built on a nested "balanced" dissection method, discussed in the next sections.

### 3.2.2. Splitters and induced subarrangements

Let $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ be a nice subarrangement with respect to $\mathcal{I}$ of a given arrangement $\mathcal{A}=(\mathcal{L}, V)$. Since $\mathcal{I}$ induces a partition of $\mathcal{A}$, a line segment $L \in \mathcal{L}$ may contribute several segments in $\tilde{\mathcal{L}}$. Hence now, for $v \in V, \tilde{\mathcal{L}}(v)$ denotes the set of all segments in $\tilde{\mathcal{L}}$ that can be illuminated from $v$ (by illuminating the line segments in $\mathcal{L}(v)$ ), see Fig. 18(a, b); note that $|\tilde{\mathcal{L}}|=O\left(n^{2}\right)$. Next, for a segment $\tilde{L} \in \tilde{\mathcal{L}}(v)$, the line segment in $\mathcal{L}(v)$ that contains $\tilde{L}$ is called the representative of $\tilde{L}$ and is denoted by $r(\tilde{L})$. Finally, for a subset $\tilde{\mathcal{S}} \subseteq \tilde{\mathcal{L}}$, the set of representatives of elements in $\tilde{\mathcal{S}}$ is denoted by $r(\tilde{\mathcal{S}})$; note that $|r(\tilde{\mathcal{S}})| \leq|\tilde{\mathcal{S}}|$.

Let us consider the case in which the segments in $\tilde{\mathcal{L}}$ lie within a bounded face $F$ of the planar subdivision formed by the segments in $\mathcal{I}$; the case where $F$ is unbounded is discussed in Subsection 3.2.6. A splitter $S \subset F$ for the face $F$ is defined as any line segment, not necessarily in $\tilde{\mathcal{L}}$, whose endpoints are in the union $\overline{\mathcal{I}}$ of segments in $\mathcal{I}$ and that has no other point in common with $\overline{\mathcal{I}}$. Note that $S$ may contain up to two segments in $\tilde{\mathcal{L}}$, and we use $\tilde{\mathcal{L}}(S)$ to denote the set of such segments. On the other hand, $S$ may contain no segment in $\tilde{\mathcal{L}}$. We denote by $\tilde{\mathcal{X}}(S)$ the set of segments in $\tilde{\mathcal{L}}$ that intersect the interior of $S$ but do not intersect any of the elements in $\tilde{\mathcal{L}}(S)$. See Fig. 19(a). Note that $\tilde{\mathcal{X}}(S)$ may be empty.

Suppose now we simultaneously illuminate the segments in $r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S))$ (in addition to those in $\mathcal{I}$ ) so that $\mathcal{I} \cup$ $r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S))$ is now a boundary for $\mathcal{A}$. Then, by Observation 3.3, $\mathcal{I} \cup r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S))$ satisfies the nice properties (1-3), and the segments in $\tilde{\mathcal{L}}$ that are not illuminated form a number of nice subarrangements of $\tilde{\mathcal{A}}$ induced by $S$; see Fig. 19(b) for


Fig. 19. (a) A subarrangement $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ : the splitter is marked with the bold dashed gray line, and the elements of $\tilde{\mathcal{X}}(S)$ are marked with bold black lines; notice that $|\tilde{\mathcal{L}}(S)|=1$. (b) The subarrangements induced by $S$.
an illustration. (If all segments in $\tilde{\mathcal{L}}$ are illuminated, then we consider the result to be an empty subarrangement ( $\emptyset, V, \mathcal{I} \cup$ $r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S)))$.) This method may be used recursively but it has two potential problems that we need to overcome. The first problem is that the set $\tilde{\mathcal{X}}(S)$ may be too large, forcing the searching strategy to use too many searchlights simultaneously. This issue is addressed in Section 3.2.4. The second problem is the depth of recursion - this problem is addressed in the next section.

### 3.2.3. Balanced splitters

A maximal subsegment $L$ of a segment in $\tilde{\mathcal{L}}$ such that the interior of $L$ has no points in common with other segments in $\tilde{\mathcal{L}} \cup \mathcal{I}$, is called an edge. Note that the only points that an edge $L$ may have in common with other segments in $\tilde{\mathcal{L}} \cup \mathcal{I}$ are its endpoints.

Let $\tilde{\mathcal{L}}^{*}(v)$ denote the set of all edges contained in the segments in $\tilde{\mathcal{L}}(v)$. See Fig. 18(c) for an illustration. A natural divide-and-conquer strategy for searching a nice subarrangement $\tilde{\mathcal{A}}$ is to divide it by using a splitter into a number of "balanced" subarrangements, and the measure we use for balancing subarrangements is related to the size of $\tilde{\mathcal{L}}^{*}(v)$. Notice that $\sum_{v \in V}\left|\tilde{\mathcal{L}}^{*}(v)\right|=O\left(n^{2}\right)$.

Let $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ be a nice subarrangement and let $v \in V$ be such that $|\tilde{\mathcal{L}}(v)| \geq 1$. We say that a splitter $S$ for any face in $\tilde{\mathcal{A}}$ is balanced with respect to $v$ if $\left|\tilde{\mathcal{L}}_{i}^{*}(v)\right| \leq 2\left|\tilde{\mathcal{L}}^{*}(v)\right| / 3$ for all $1 \leq i \leq k$, where $\tilde{\mathcal{A}}_{i}=\left(\tilde{\mathcal{L}}_{i}, V, \mathcal{I} \cup r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S))\right), 1 \leq i \leq k$, are the nice subarrangements of $\tilde{\mathcal{A}}$ induced by $S$. If $v$ is clear from the context, then we simply say that $S$ is balanced.

Lemma 3.5. Given a nice subarrangement $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$, for any $v \in V$ such that $|\tilde{\mathcal{L}}(v)| \geq 1$, there exists a balanced splitter with respect to $v$.

Proof. (See Fig. 20 for an illustration.) Consider a line segment $L \in \tilde{\mathcal{L}}(v) . L$ is contained in a face $F$ of the planar subdivision formed by the segments in $\mathcal{I}$. If $L$ has one of its endpoints in the interior of $F$, then we (temporarily) extend $L$ within $F$ until it hits the boundary of $F$. Now, by cutting along all (extended or not) line segments in $\tilde{\mathcal{L}}(v)$, we partition $F$ into several subfaces $F_{1}, \ldots, F_{q}$. We refer to these cuts as essential diagonals. Next, by adding, as necessary, more internal (non-essential) diagonals whose endpoints lie on segments in $\mathcal{I}$ we triangulate arbitrarily each face $F_{i}, i=1, \ldots, q$. (Note that the non-essential diagonals, in general, are not segments in $\tilde{\mathcal{L}}(v)$ and contain no segments in $\tilde{\mathcal{L}}(v)$.) Clearly, such a triangulation exists. We obtain a partition of $F$ into triangles whose dual graph is a tree $T$ with maximum degree at most three [19].

Now, to each edge $e$ of $T$ we assign a weight $w(e)$ that equals the number of edges in $\tilde{\mathcal{L}}^{*}(v)$ contained in the diagonal to which $e$ corresponds. Note that $w(e) \leq n-3$ for each diagonal $e$, since $e$ can intersect with at most $n-4$ segments within $F$, excluding $L$ and the three or more segments forming $\partial F$. Finally, by directing each edge $e$ of $T$ toward the side having a larger sum of edge weights (breaking ties arbitrarily), we obtain a subcubic directed weighted tree with the following property: there is at least one edge $e$ incident to a sink vertex of $T$ such that removal of $e$ splits $T$ into two subtrees, each having a total edge weight sum of no greater than $2 / 3$ of the total edge weight sum of $T .{ }^{13}$ The diagonal to which $e$ corresponds is a desired balanced splitter with respect to $v$.

We search a nice subarrangement $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ using the following recursive divide-and-conquer strategy: Choose a guard $v \in V$ arbitrarily, and find a balanced splitter $S$ with respect to $v$ based on the above lemma, illuminate the segments in $r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S))$ (in addition to those in $\mathcal{I}$ ), and then, using the same strategy with respect to this $v$, search each of the nice subarrangements induced by $S$. Every branch of recursion continues until we arrive at a nice subarrangement $\tilde{\mathcal{A}}_{v}=\left(\tilde{\mathcal{L}}_{v}, V, \mathcal{I}_{v}\right)$ such that $\tilde{\mathcal{L}}_{v}^{*}(v)=\emptyset$. (We say $\tilde{\mathcal{A}}_{v}$ is empty with respect to $v$.) We then select another guard $u \in V$ and apply the same recursive strategy to $\tilde{\mathcal{A}}_{v}$ with respect to $u$, until we obtain a nice subarrangement that is empty with respect to both $v$ and $u$. Continuing the above strategy over all guards in an arbitrary order, we eventually arrive at a
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Fig. 20. Illustration for the proof of Lemma 3.5 (continuing with the example in Fig. 18). Essential diagonals are marked with bold black lines and only non-zero weights in the directed dual tree $T$ of the triangulation are shown. Edge $e$ incident to the sink vertex (marked with the solid dot in the left figure) corresponds to a desired balanced splitter $S$ with respect to $v$ in the right figure (note that here, $S \in \tilde{\mathcal{L}}(v)$ ): there are $9 \leq \frac{2}{3} \cdot|\tilde{\mathcal{L}}(v)|=\frac{2}{3} \cdot 22=14 \frac{2}{3}$ edges contributed by segments in $\mathcal{L}(v)$ on both sides of $S$.
subarrangement $\tilde{\mathcal{A}}_{V}=\left(\emptyset, V, \mathcal{I}_{V}\right)$ that is empty with respect to all guards in $V$ and hence is completely illuminated. By Lemma 3.5 and by the fact that $\left|\tilde{\mathcal{L}}^{*}(v)\right|=O\left(n^{2}\right)$ for each $v \in V$, the depth of the recursion leading to $\tilde{\mathcal{A}}_{V}$ is $O(g \cdot \log n) .{ }^{14}$

What is the total number of searchlights that are sufficient? Assume for now that for every balanced splitter $S$ that we encounter in the above process, the number $x(S)$ of points that the segments in $r(\tilde{\mathcal{X}}(S))$ have in common with $S$ is bounded by some constant $c \geq 0$. Then dividing an arrangement into the subarrangements induced by $S$ requires at most $c$ searchlights, and consequently, no more than $O(g \log n)$ searchlights will be used simultaneously (by all guards, and hence by any single guard) each time a subarrangement that is empty with respect to all guards is reached at a deepest level of recursion. Therefore, the above recursive procedure can be executed successfully if we place $O(g \log n)$ searchlights at every guard, and hence the total number of searchlights used by all guards is $O\left(g^{2} \log n\right)$.

However, if no such $c$ exists, in particular, if $x(S)=\Theta(n)$ holds, then unless we modify the strategy presented above in which all segments in $r(\tilde{\mathcal{L}}(S) \cup \tilde{\mathcal{X}}(S))$ are illuminated simultaneously, the total number of searchlights needed may exceed $O\left(g^{2} \log n\right)$. In the next section we overcome this difficulty (informally speaking) by using a sequence of "separators" that separate the sides of $S$ "piece by piece" and isolate the subarrangements induced by $S$ one by one. Each separator consists of $O(1)$ segments, and consequently $O\left(g^{2} \log n\right)$ remains an upper bound on the total number of required searchlights.

### 3.2.4. Small separators through splitters

Let $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ be a nice subarrangement, $v \in V$ be any guard and let, as before, $F$ be a bounded face of the planar subdivision formed by the segments in $\mathcal{I}$. Following the previous notation, let $S$ be a balanced splitter of $\tilde{\mathcal{A}}$ with respect to $v$ whose existence is guaranteed by Lemma 3.5. Without loss of generality assume that $S$ is vertical and $F$ forms a simple polygon. ${ }^{15}$ Refer to the two induced (sub)faces $F_{i}$ of $F, i=1,2$, as the left and right faces, respectively. Partition the boundary of $F$ into three parts: the endpoints of $S$, the (open) left half $\partial F_{1}$, and the (open) right half $\partial F_{2}$. We say that a line segment $L \in \tilde{\mathcal{L}} \backslash \tilde{\mathcal{L}}(S)$ is left with respect to $S$ if either (i) it has an endpoint in $\partial F_{1}$, or (ii) it shares an endpoint with $S$ and lies within $F_{1}$. Analogously, $L \in \tilde{\mathcal{L}} \backslash \tilde{\mathcal{L}}(S)$ is right with respect to $S$ if either (i) it has an endpoint in $\partial F_{2}$, or (ii) it shares an endpoint with $S$ and lies within $F_{2}$. See Fig. 21(a), which illustrates how to identify left and right segments in $\tilde{\mathcal{L}}$. Note that a segment may be both left and right, and by Observation 3.3, every segment in $\tilde{\mathcal{L}} \backslash \tilde{\mathcal{L}}(S)$ is left or right.

Our algorithm for searching subarrangement $\mathcal{A}$ is based upon the concept of a separator of a curve, and an ( $S, x$ )-curve, where $x \in S$ belongs to a segment in $\tilde{\mathcal{X}}(S)$. Before we formally introduce them, let us sketch the role they play in our final algorithm (see Fig. 22 for an illustration). For searching a nice subarrangement, we determine all points $x_{i}$ that $S$ has in common with $\tilde{\mathcal{X}}(S)$. Having those points increasingly sorted according to their $y$-coordinates, we move along $S$ starting with $x_{1}$ and visiting all consecutive points $x_{i}$ one by one. Once we are done processing some point $x_{i}$, it is guaranteed that some face $F_{i} \subset F$ that contains the segment $\overline{b x_{i}}$, where $b$ is the bottom endpoint of $S$, is clear. The border of $F_{i}$ is formed by segments of $\mathcal{I}$ (this is the part that coincides with the boundary of the nice subarrangement) and an ( $S, x_{i}$ )-curve $\mathcal{C}_{i}$ (this is the part of the boundary of $F_{i}$ that lies within $F$ and intersects some segments of the subarrangment; it may coincide with some segments in $\mathcal{I}$ ). Clearly, such an $\left(S, x_{i}\right)$-curve is an artificial object from the perspective of a search strategy because many points of such a curve do not belong to any segment in $\tilde{\mathcal{L}} \cup \mathcal{I}$. However, the points of $\mathcal{C}_{i}$ that do not belong to segments in $\tilde{\mathcal{L}} \cup \mathcal{I}$ cannot be used by a fugitive and hence in order to guarantee that the fugitive cannot cross $\mathcal{C}_{i}$, it is enough to illuminate all its points that belong to some segments in $\tilde{\mathcal{L}}$, i.e., to the segments that form a separator of a curve. In our strategy, provided that all segments within $F_{i}$ are clear and all segments of a separator of $\mathcal{C}_{i}$ are illuminated

[^10]

Fig. 21. (a) A subarrangement $\tilde{\mathcal{A}}$ and its left (dashed) and right (dotted) segments with respect to a splitter $S$. (b) A splitter $S$, a (dotted gray) curve $\mathcal{C}$ and its ( $S, x$ )-separator (the black bold lines).

(b)

(c)


Fig. 22. (a) An illustration of the idea of the final algorithm. (a) (Separator of) $\mathcal{C}_{i}$ is illuminated and all segments within face $F_{i}$ are recursively searched. (b) (Separator of) $\mathcal{C}_{i}$ remains illuminated, (separator of) $\mathcal{C}_{i+1}$ starts being illuminated, and we recursively search all segments within $F_{i+1} \backslash F_{i}$. Observe that no segment in $\mathcal{L}$ intersects the open segment $\overline{x_{i} x_{i+1}}$. (c) (Separator of) $\mathcal{C}_{i}$ stops being illuminated, (separator of) $\mathcal{C}_{i+1}$ remains illuminated, and all segments within $F_{i+1}$ are recursively searched.
along with the ones in $\mathcal{I}$, the algorithm starts clearing segments within the next face $F_{i+1} \subset F$. To that end, the segments in a separator of the $\left(S, x_{i+1}\right)$-curve $\mathcal{C}_{i+1}$ are first illuminated. Then, the nice subarrangements between $\mathcal{C}_{i}$ and $\mathcal{C}_{i+1}$ are recursively cleared (i.e., the ones within $F_{i+1} \backslash F_{i}$ ). The processing of $x_{i+1}$ finishes by keeping illuminated only segments in $\mathcal{I}$ and the separator of $\mathcal{C}_{i+1}$. The formal description of our algorithm is provided in Section 3.2.5, and this section is devoted to a proof that one can find for each point $x_{i}$ the corresponding ( $S, x_{i}$ )-curve having a separator of fixed size.

Let $\mathcal{C} \subset F$ be a curve that may have points in common with the boundary of $F$. A subset $\mathcal{S} \subseteq \tilde{\mathcal{L}}$ of segments forms a separator of $\mathcal{C}$ if every point that $\mathcal{C}$ has in common with a segment in $\tilde{\mathcal{L}}$ belongs to some segment in $\mathcal{S} \cup \mathcal{I}$. Clearly, any curve $\mathcal{C} \subset F$ has a separator, and a minimum separator of $\mathcal{C}$ is one having the minimum cardinality.

Consider now a non-illuminated point $x \in S$ that belongs to a segment in $\tilde{\mathcal{X}}(S)$. Let $\mathcal{C} \subset F$ be a curve such that (see Fig. 21(b)):
a) $x \in \mathcal{C} \cap S$;
b) $\mathcal{C}$ does not intersect the open line segment $\overline{b x}$, where $b$ is the bottom endpoint of $S$;
c) both endpoints $c_{1}$ and $c_{2}$ of $\mathcal{C}$ belong to the boundary $\mathcal{I}$;
d) $c_{1} \in \partial F_{1}$ and $c_{2} \in \partial F_{2}$; in particular, if $\mathcal{C}$ is closed, then $\mathcal{C}$ touches $\mathcal{I}$ at one of the endpoints of $S$ (and then both $c_{1}$ and $c_{2}$ correspond to this endpoint).

Any curve that satisfies the above condition is called an ( $S, x$ )-curve. We emphasize that $\mathcal{C}$ may touch and/or move along some segments in $\mathcal{I}$ several times.

Clearly, there exists a curve $\mathcal{C}$ satisfying (a-d), and we call any separator of such $\mathcal{C}$ an ( $S, x$ )-separator. The weight of $\mathcal{C}$ is then defined as $|\mathcal{S}|$, where $\mathcal{S}$ is a minimal $(S, x)$-separator of $\mathcal{C}$. For two points $x, y \in \mathcal{C}$, let $\mathcal{C}(x, y)$ denote the (closed) part of $\mathcal{C}$ between points $x$ and $y$.


Fig. 23. There is no $(S, x)$-curve of weight less than 16 that crosses the splitter $S$ exactly once.
We now prove a crucial lemma in our analysis. In particular, in this lemma we prove two claims. The first claim is about the existence of a small (of fixed size) ( $S, x$ )-separator for each non-illuminated point $x \in S$ that belongs to a segment in $\tilde{\mathcal{X}}(S)$. The second claim is more subtle and, informally speaking, it is related to the way how the separators are used in our final algorithm. To give a sketch of this part of our method, in our algorithm for two consecutive (distinct) points $x_{1}^{\prime}$ and $x_{2}^{\prime}$ on $S$ that belong to two segments in $\tilde{\mathcal{X}}(S)$, the relevant $\left(S, x_{1}^{\prime}\right)$ - and $\left(S, x_{2}^{\prime}\right)$-separators $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$, respectively, are illuminated and we recursively search all subarrangements 'between' those separators. To bound the depth of recursion by $O(\log n)$, we need to guarantee that separators $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are 'safe' (see the definition below). Note that the separator size only influences the number of guards used in each recursion level, but not the depth of recursion. The crucial condition that allows us to bound the depth of recursion is related to the number of edges in $\tilde{\mathcal{L}}^{*}(v)$, which can be informally explained as follows. Recall that the splitter $S$ is selected carefully to be balanced, i.e., on each of its sides there is a constant fraction of all edges in $\tilde{\mathcal{L}}^{*}(v)$. On one side of $S$ we have edges in $\tilde{\mathcal{L}}^{*}(v)$ contained in left segments from $\tilde{\mathcal{L}}(v)$, and on the other side of $S$ - the edges in $\tilde{\mathcal{L}}^{*}(v)$ contained in right segments from $\tilde{\mathcal{L}}(v)$. Since the $(S, x)$-curves are by definition allowed to cross the line segment $\overline{x t}$, where $t$ is the top endpoint of $S$, it could potentially happen that an edge in $\tilde{\mathcal{L}}^{*}(v)$ contained in a left segment and an edge in $\tilde{\mathcal{L}}^{*}(v)$ contained in a right segment could end up in the same nice subarrangement for which a recursive call is performed. We want to exclude this possibility to guarantee the recursion depth of $O$ ( $\log n$ ), and the selection of 'safe' separators defined below will provide us this desired property.

Let $\mathcal{C}$ be an $(S, x)$-curve. Recall that $S$ is a balanced splitter with respect to $v \in V$, and $x \in S$ is a non-illuminated point that belongs to a segment in $\tilde{\mathcal{X}}(S)$. If $\mathcal{C}$ crosses $S$ only at $x$, then any separator of $\mathcal{C}$ is called safe. Suppose now that $\mathcal{C}$ crosses $S$ three times at points $x, x_{1}^{\prime \prime}$ and $x_{2}^{\prime \prime}$, where $x$ is closer to $b$ than $x_{1}^{\prime \prime}$, and $x_{1}^{\prime \prime}$ is closer to $b$ than $x_{2}^{\prime \prime}$ (see Fig. 31 for an illustration). Let $\mathcal{S}$ be a separator of $\mathcal{C}$. For any set of segments $\mathcal{S}^{\prime} \subseteq \tilde{\mathcal{L}}, \mathcal{S} \cup \mathcal{S}^{\prime}$ is clearly an ( $S, x$ )-separator, which is not minimal if $\mathcal{S}^{\prime} \backslash \mathcal{S} \neq \emptyset$. Now, let $F_{x}$ be the subface of $F$ bounded by $\mathcal{C}$ and $\overline{x_{1}^{\prime \prime} x_{2}^{\prime \prime}}$ (again, see Fig. 31). We say that the ( $S, x$ )-separator $\mathcal{S} \cup \mathcal{S}^{\prime}$ is safe for $\mathcal{C}$ if no subarrangement $\tilde{\mathcal{A}}_{x}=\left(\tilde{\mathcal{L}}_{x}, V, \mathcal{I} \cup r\left(\mathcal{S} \cup \mathcal{S}^{\prime}\right)\right)$ that has a non-illuminated segment $L \in \tilde{\mathcal{L}}_{x}$ such that $L \cap F_{x} \neq \emptyset$, has both a subsegment of a right segment and a subsegment of a left segment in $\tilde{\mathcal{L}}(v)$ with respect to $S$.

Note that in the above definition we focus on curves $\mathcal{C}$ that cross $S$ either once or three times. This is a consequence of the proof of the following lemma. In particular, one could allow arbitrary number of crossings as long as it is guaranteed that the crucial requirement is met, that is: No subarrangement $\tilde{\mathcal{A}}_{x}=\left(\tilde{\mathcal{L}}_{x}, V, \mathcal{I} \cup r\left(\mathcal{S} \cup \mathcal{S}^{\prime}\right)\right)$ that has a non-illuminated segment $L \in \tilde{\mathcal{L}}_{x}$ such that $L \cap F_{x} \neq \emptyset$, has both a subsegment of a right segment and a subsegment of a left segment in $\tilde{\mathcal{L}}(v)$ with respect to $S$. However, in our following proof we are able to guarantee that we can always find $\mathcal{C}$ with either one or three crossing, and for this reason we keep the above definition simpler by excluding arbitrary number of crossings.

Lemma 3.6. Let $S$ be a splitter for $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ with respect to $v \in V$. For each $x \in S$ that belongs to a segment in $\tilde{\mathcal{X}}(S)$, there exists an $(S, x)$-curve $\mathcal{C}$ with a safe separator of size at most 15 .

Briefly, the idea of the proof is as follows. We take an $(S, x)$-curve that crosses the splitter $S$ exactly once and has minimum weight. If the weight is bounded by 15 , then we have found a desired safe ( $S, x$ )-separator. (Fig. 23 provides an example where any ( $S, x$ )-curve crossing the splitter $S$ exactly once is of weight at least 16.) Otherwise, we modify this curve so that the new ( $S, x$ )-curve will cross $S$ three times and have a safe separator. Moreover, the latter is of size at most 15 as required.

Proof. Of all the simple $(S, x)$-curves that have one point in common with the internal part of $S$, choose one, $\mathcal{C}$ with endpoints $c_{1}$ and $c_{2}$, of minimum weight. Assume that $\mathcal{C}$ is not closed, i.e., $c_{1} \in \partial F_{1}$ and $c_{2} \in \partial F_{2}$; we omit a similar argument for the case in which $\mathcal{C}$ is closed, i.e., $c_{1}=c_{2}$.

Consider now a minimum separator $\mathcal{S}$ of $\mathcal{C}$ and let $L_{1} \in \mathcal{S}$ be a line segment such that $x \in L_{1}$. Suppose that $L_{1}$ is left. Now, if $\mathcal{C}$ does not go along $L_{1}$ from $c_{1}$ to $x$ within $F_{1}$, that is, $\mathcal{C}\left(c_{1}, x\right) \cap F_{1} \neq L_{1} \cap F_{1}$, we modify $\mathcal{C}$ by replacing $\mathcal{C}\left(c_{1}, x\right)$ with the line segment $\overline{c_{1}^{\prime} x}$, where $c_{1}^{\prime} \in \partial F_{1}$ is an endpoint of $L_{1}$. The new $\mathcal{C}$ is a simple $(S, x)$-curve, is of the same weight, and still has one point in common with the internal part of $S$. Hence in the following, we assume that $\mathcal{C}\left(c_{1}, x\right) \cap F_{1}=L_{1} \cap F_{1}$.

Now, since $\mathcal{C}$ is simple, $\mathcal{C}\left(c_{1}, x\right) \cap F_{1}=L_{1} \cap F_{1}$, and $\mathcal{C}$ has one point in common with the internal part of $S$, without loss of generality we may additionally assume that for any $L \in \tilde{\mathcal{L}}, L \cap \mathcal{C} \cap F_{2}$ has at most one connected component, i.e., it is an empty set, a point, or a segment. Indeed, if this is not the case, then there exist two distinct points $y, z \in L \cap \mathcal{C} \cap F_{2}$, where $y$ appears before $z$ when $\mathcal{C}$ is traversed from $c_{1}$ to $c_{2}$. Then, $\mathcal{C}$ can be replaced with $\mathcal{C}\left(c_{1}, y\right) \cup \overline{y z} \cup \mathcal{C}\left(z, c_{2}\right)$, with the same separator $\mathcal{S}$ of $\mathcal{C}$.

The above assumption, in particular, the fact that no three segments in $\mathcal{S}$ may now have a point in $\mathcal{C} \cap F_{2}$ in common, allows us to order the segments in $\mathcal{S}=\left\{L_{1}, \ldots, L_{k}\right\}$ according to their first appearance along $\mathcal{C} \cap F_{2}$ when $\mathcal{C}$ is traversed from $c_{1}$ to $c_{2}$.

Recall that $L_{1}$ is left. Now we prove that all but possibly $L_{k}$ are also left segments. If there is no right segment in $\mathcal{S}$ or $k=1$, then the claim follows; so let $j \in\{2, \ldots, k\}$ be the smallest index such that $L_{j}$ is right. We argue that there exists $y \in F_{2} \cap \mathcal{C} \cap L_{j}$. Suppose for a contradiction that $\mathcal{C}$ and $L_{j}$ have no point in common in $F_{2}$. But then, $\mathcal{C}\left(c_{1}, x\right) \cap F_{1}=L_{1} \cap F_{1}$ and the fact that $\mathcal{C}$ has one point in common with $S$ imply that $\mathcal{S} \backslash\left\{L_{j}\right\}$ is an ( $S, x$ )-separator of $\mathcal{C}$, which gives the required contradiction with the choice of $\mathcal{C}$. So let $y$ be the first point in $F_{2}$ that $\mathcal{C}$ and $L_{j}$ have in common when $\mathcal{C}$ is traversed from $c_{1}$ to $c_{2}$.

We now construct a curve $\mathcal{C}^{\prime}$ from $\mathcal{C}$ by replacing $\mathcal{C}\left(y, c_{2}\right)$ by the line segment $\overline{y c_{2}^{\prime}}$, where $c_{2}^{\prime} \in \partial F_{2}$ is an endpoint of $L_{j}$. Again, since $\mathcal{C}^{\prime}$ is a simple $(S, x)$-curve, we obtain $j=k$ by the minimality of $\mathcal{C}$. This proves that $L_{1}, \ldots, L_{k-1}$ are left segments, as required.

Recall that we assumed $L_{1}$ to be a left segment, and in such a case $\mathcal{S}$ is said to be left (see Fig. 24(a)). On the other hand, if $L_{1}$ is right, by similar arguments, in particular, by ordering the segments in $\mathcal{S}=\left\{L_{1}, \ldots, L_{k}\right\}$ according to their first appearance along $\mathcal{C} \cap F_{1}$ when $\mathcal{C}$ is traversed from $c_{2}$ to $c_{1}$, we may conclude that segments $L_{1}, \ldots, L_{k-1}$ are right segments; in such a case $\mathcal{S}$ is said to be right. (Notice that $\mathcal{S}$ may be both left and right).

Assume in the following that $\mathcal{S}$ is left. (The argument for the other case is symmetric and is omitted.) Clearly, if $|\mathcal{S}|=$ $k \leq 15$, then there is nothing to prove, so assume that $k>15$.

The remaining part of the proof is divided into two parts. In the first part we obtain a new ( $S, x$ )-curve (that crosses $S$ three times) and has weight at most 15 . In the second part, we construct a safe ( $S, x$ )-separator for this curve, also of size at most 15 , as stated in the lemma.

We start the first part of the proof by introducing some notation. Let $\tilde{\mathcal{L}}^{+} \subseteq \tilde{\mathcal{X}}(S) \subseteq \tilde{\mathcal{L}}$ be the set of left segments that intersect the vertical open line segment $\overline{x t}$, where $t$ is the top endpoint of $S$, and analogously, let $\tilde{\mathcal{L}}^{-} \subseteq \tilde{\mathcal{X}}(S) \subseteq \tilde{\mathcal{L}}$ be the set of left segments that intersect the vertical line segment $\overline{b x}$, where $b$ is the bottom endpoint of $S$; see Fig. 24(b) for an illustration and notice that $L_{1} \in \tilde{\mathcal{L}}^{-}$. Next, let $\tilde{\mathcal{R}} \subset \tilde{\mathcal{L}}$ denote the set of all right segments. We say that two segments $L^{\prime}, L^{\prime \prime} \in \tilde{\mathcal{L}}^{-} \cup \tilde{\mathcal{L}}^{+} \cup \tilde{\mathcal{R}}$ form a good pair ( $L^{\prime}, L^{\prime \prime}$ ) if and only if a point of $L^{\prime}$ can be connected to a point of $L^{\prime \prime}$ with a "free" curve, where a simple curve is called free if it is contained in $F_{2}$ and has no point in common with a segment in $\tilde{\mathcal{L}}$, except for its endpoints. In particular, if $L^{\prime}$ and $L^{\prime \prime}$ intersect, then they form a good pair (in this case, the free curve degenerates to the point of their intersection).

For $i \in\{1, \ldots, k\}$, let $\mathcal{X}(i)$ denote the set of all segments in $\tilde{\mathcal{L}}$ having a point in common with $L_{i} \cap \mathcal{C} \cap F_{2}$. (See Fig. 24(c) for an illustration; we emphasize that $\mathcal{X}(i), \mathcal{X}(i+1)$ and $\mathcal{X}(i+2)$ may have an element in common.) Next, for $i, j \in$ $\{1, \ldots, k\}, i \leq j$, let $\mathcal{X}_{i}^{j}=\bigcup_{t=i}^{j} \mathcal{X}(t)$. Observe that every segment that intersects $\mathcal{C} \cap F_{2}$ belongs to $\mathcal{X}_{1}^{k}$.

Before continuing, let us provide some intuition regarding the above definitions. Good pairs play an important role in our analysis because some types of good pairs are proved to be non-existent while we argue that some other good pairs have to exist - and we utilize the latter ones to construct our new ( $S, x$ )-curve. The fact that certain good pairs are not allowed follows from observations that otherwise one could use them to construct a 'bypass' that provides a new ( $S, x$ ) -curve having a separator of smaller size than $\mathcal{C}$, contradicting the minimality of $\mathcal{C}$. For example, we argue (Claim 3.8) that there is no good pair in $\mathcal{X}_{1}^{k-3} \times \tilde{\mathcal{R}}$. Intuitively, such a good pair in $\mathcal{X}(i) \times \tilde{\mathcal{R}}$ for some $i \in\{1, \ldots, k-3\}$ gives us a 'shortcut' that leads from $L_{i}$ directly to $\partial F_{2}$ bypassing $L_{i+1}, \ldots, L_{k}$ and thus providing a smaller separator. Similarly, a good pair in $\mathcal{X}_{1}^{m} \times \mathcal{X}_{m+4}^{k}$ for some $m \in\{1, \ldots, k-4\}$ can be used to bypass the segments $L_{m+1}, \ldots, L_{m+3}$ (see Claim 3.9). Having excluded those good pairs, we prove in Claims 3.10 and 3.11 that two certain good pairs need to exist. Those pairs will be used to construct our new curve by taking $\mathcal{C}$ and creating 'bypass' that starts at one of the segments $L_{2}, L_{3}, L_{4}$ and ends at one of the segments $L_{k-6}, L_{k-5}, L_{k-4}$. This 'bypass' introduces the part of the new curve that crosses $S$ twice, which (including the intersection of $S$ and $\mathcal{C}$ at $x$ ) implies that the new curve will cross $S$ three times. (We point out that the new curve may have points in common with the boundary $\mathcal{I}$ of $F$.)

Claim 3.7. No segment in $\mathcal{X}_{1}^{k-2}$ can be connected with a free curve to $\partial F_{2}$.
Proof of Claim 3.7. (See Fig. 25.) Contrary to our claim, suppose there exists a free curve $\mathcal{C}^{\prime}$ connecting a segment $L^{\prime} \in$ $\mathcal{X}$ (i) with $\partial F_{2}$, for some $i \in\{1, \ldots, k-2\}$; notice that $\mathcal{C}^{\prime}$ may intersect $\mathcal{C}$ at several points. Let $p_{1}$ be the endpoint of $\mathcal{C}^{\prime}$ such that $p_{1} \in L^{\prime}$ and let $p_{0} \in L^{\prime} \cap \mathcal{C} \cap F_{2}$ be the closest point to $p_{1}$ (along $L^{\prime}$ ); note that $p_{0}=p_{1}$ may hold. The concatenation of $\mathcal{C}\left(c_{1}, p_{0}\right), \overline{p_{0} p_{1}}$ and $\mathcal{C}^{\prime}$ includes a simple $(S, x)$-curve that intersects $S$ exactly once, with $\left\{L_{1}, \ldots, L_{i}, L^{\prime}\right\}$ as its ( $S, x$ )-separator. (Notice that this concatenation may have a loop.) Since $i+1<k$, we obtain a contradiction with the minimality of $\mathcal{C}$.

Claim 3.8. There is no good pair in $\mathcal{X}_{1}^{k-3} \times \tilde{\mathcal{R}}$.


Fig. 24. (a) $\mathcal{S}=\left\{L_{1}, L_{2}, L_{3}, L_{4}\right\}$ is a left separator: $L_{1}, L_{2}, L_{3}$ are left segments and $L_{4}$ is right. (b) Sets $\tilde{\mathcal{L}}^{+}$and $\tilde{\mathcal{L}}^{-}$(black and gray dashed lines, respectively). (c) Sets $\mathcal{X}(1), \mathcal{X}(2), \mathcal{X}(3)$ and $\mathcal{X}(4)$ (marked with bold lines).


Fig. 25. An illustration of the proof of Claim 3.7. Here, $L^{\prime} \in \tilde{\mathcal{L}}^{-}$. The gray region indicates the possible range of left segments in $\mathcal{X}_{1}^{k-2}$.

Proof of Claim 3.8. (See Fig. 26.) Contrary to our claim, suppose there exists a free curve $\mathcal{C}^{\prime}$ connecting a segment $L^{\prime} \in$ $\mathcal{X}(i)$ with a segment $L^{\prime \prime} \in \tilde{\mathcal{R}}$, for some $i \in\{1, \ldots, k-3\}$; again note that $\mathcal{C}^{\prime}$ may intersect $\mathcal{C}$ at several points. Let $p_{1}$ and $p_{2}$ be the endpoints of $\mathcal{C}^{\prime}$ such that $p_{1} \in L^{\prime}$ and let $p_{0} \in L^{\prime} \cap \mathcal{C} \cap F_{2}$ be the closest point to $p_{1}$ (along $L^{\prime}$ ); note that $p_{0}=p_{1}$ may hold. Then the concatenation of $\mathcal{C}\left(c_{1}, p_{0}\right), \overline{p_{0} p_{1}}, \mathcal{C}^{\prime}$ and $\overline{p_{2} z}$, where $z \in \partial F_{2}$ is the endpoint of $L^{\prime \prime}$, includes a simple ( $S, x$ )-curve that intersects $S$ exactly once, with $\left\{L_{1}, \ldots, L_{i}, L^{\prime}, L^{\prime \prime}\right\}$ as its $(S, x)$-separator. (Again notice that the aforementioned concatenation may have a loop.) Since $i+2<k$, we obtain a contradiction with the minimality of $\mathcal{C}$.

Claim 3.9. There is no good pair in $\mathcal{X}_{1}^{m} \times \mathcal{X}_{m+4}^{k}$ for each $m \in\{1, \ldots, k-4\}$.


Fig. 26. An illustration of the proof of Claim 3.8. Here, $L^{\prime} \in \tilde{\mathcal{L}}^{-}$. The gray region indicates the possible range of left segments in $\mathcal{X}_{1}^{k-3}$.


Fig. 27. An illustration of the proof of Claim 3.9. Here, $L^{\prime} \in \tilde{\mathcal{L}}^{+}$and $L^{\prime \prime} \in \tilde{\mathcal{L}}^{-}$. The gray region indicates the possible range of left segments in $\mathcal{X}_{1}^{m} \cup \mathcal{X}_{m+4}^{k}$.
Proof of Claim 3.9. (See Fig. 27.) Contrary to our claim, suppose there exists a good pair $\left(L^{\prime}, L^{\prime \prime}\right) \in \mathcal{X}(i) \times \mathcal{X}(j)$, for some $i \in\{1, \ldots, m\}$ and $j \in\{m+4, \ldots, k\}$. Let $\mathcal{C}^{\prime}$ be a free curve with endpoints $p_{1}$ and $p_{2}$ that connects $L^{\prime}$ and $L^{\prime \prime}$, where $p_{1} \in L^{\prime}$ and $p_{2} \in L^{\prime \prime}$; again notice that $\mathcal{C}^{\prime}$ may intersect $\mathcal{C}$ in several points. Let $p_{0} \in L^{\prime} \cap \mathcal{C} \cap F_{2}$ be the closest point to $p_{1}$ (along $L^{\prime}$ ), and let $p_{3} \in L^{\prime \prime} \cap \mathcal{C} \cap F_{2}$ be the closest point to $p_{2}$ (along $\left.L^{\prime \prime}\right)$. The concatenation of $\mathcal{C}\left(c_{1}, p_{0}\right), \overline{p_{0} p_{1}}, \mathcal{C}^{\prime}, \overline{p_{2} p_{3}}$ and $\mathcal{C}\left(p_{3}, c_{2}\right)$ includes a simple $(S, x)$-curve that intersects $S$ exactly once, with $\left\{L_{1}, \ldots, L_{i}\right\} \cup\left\{L^{\prime}, L^{\prime \prime}\right\} \cup\left\{L_{j}, \ldots, L_{k}\right\}$ as its ( $S, x$ )-separator. Since the size of the latter is equal to $i+2+(k-j+1)$, which is strictly smaller than $k=|\mathcal{S}|$, we obtain a contradiction with the minimality of $\mathcal{C}$.

Claim 3.10. There exists a good pair $\left(L_{1}^{\prime}, L_{1}^{\prime \prime}\right) \in \tilde{\mathcal{L}}^{-} \times \tilde{\mathcal{L}}^{+}$such that $\left\{L_{1}^{\prime}, L_{1}^{\prime \prime}\right\} \cap \mathcal{X}_{2}^{4} \neq \emptyset$.
Proof of Claim 3.10. Note that $\mathcal{X}_{2}^{4} \neq \emptyset$ because $\left\{L_{2}, L_{3}, L_{4}\right\} \subseteq \mathcal{X}_{2}^{4}$. Also, all segments in $\mathcal{X}_{2}^{4}$ are left because $\mathcal{S}$ is left. If $\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{-} \neq \emptyset$ and $\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{+} \neq \emptyset$, then the claim follows. Indeed, consider a pair $\left(L_{1}^{\prime}, L_{1}^{\prime \prime}\right) \in\left(\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{-}\right) \times\left(\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{+}\right)$that minimizes the length of $\mathcal{C}\left(p^{\prime}, p^{\prime \prime}\right)$, where $p^{\prime} \in L_{1}^{\prime} \cap \mathcal{C}$ and $p^{\prime \prime} \in L_{1}^{\prime \prime} \cap \mathcal{C}$, respectively. Then, ( $\left.L_{1}^{\prime}, L_{1}^{\prime \prime}\right)$ is a required good pair.

Assume without loss of generality that $\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{+}=\emptyset$ (the case where $\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{-}=\emptyset$ is symmetric). Hence, $\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{-} \neq \emptyset$ because $\left(\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{-}\right) \cup\left(\mathcal{X}_{2}^{4} \cap \tilde{\mathcal{L}}^{+}\right)=\mathcal{X}_{2}^{4}$ by Claim 3.8. Assign now colors to line segments as follows:

- gray is assigned to line segments in $\mathcal{X}_{1}^{1}$;
- red is assigned to line segments in $\mathcal{X}_{2}^{4}$;
- black is assigned to line segments in $\mathcal{X}_{5}^{k}$;
- blue is assigned to line segments in $\tilde{\mathcal{L}}^{+}$;
- green is assigned to line segments $\mathcal{I} \cup \tilde{\mathcal{R}}$.

Notice that not all segments in $\tilde{\mathcal{L}}^{-}$have a color assigned, i.e., segments that do not intersect $\mathcal{C}$ in $F_{2}$, or in other words, those in $\tilde{\mathcal{L}}^{-} \backslash \mathcal{X}_{1}^{k}$. On the other hand, some segments may have more than one color assigned. Suppose for a contradiction that the claim does not hold, i.e., there is no good pair $\left(L_{1}^{\prime}, L_{1}^{\prime \prime}\right) \in \tilde{\mathcal{L}}^{-} \times \tilde{\mathcal{L}}^{+}$such that $\left\{L_{1}^{\prime}, L_{1}^{\prime \prime}\right\} \cap \mathcal{X}_{2}^{4} \neq \emptyset$.

Let $F^{\prime}$ be the subface of $F$ bounded by $\mathcal{C}$ and the boundary of $F$ such that $\overline{x t} \subset F^{\prime}$. By Claims 3.7 and 3.8 , there is no good pair $\left(L^{\prime}, L^{\prime \prime}\right)$ of segments such that $L^{\prime}$ has been assigned color red and $L^{\prime \prime}$ has been assigned color green. Consequently, there exists in $F_{2} \cap F^{\prime}$ a simple polyline $\mathcal{P}$ with both endpoints on $\mathcal{C}$ separating red segments from green segments such that each point of $\mathcal{P}$ either belongs to no segment or belongs to a gray or a black segment, and $\mathcal{P}$ contains a point of a gray segment and contains a point of a black segment. (See Fig. 28.) This is due to the following observations: first, segments (in $\mathcal{L}^{-}$) with no color have no point in common with $F_{2} \cap F^{\prime}$ since none of these segments intersects either $\mathcal{C}$ in $F_{2}$ or $\overline{x t}$; second, there is no good pair formed by a red and blue segments. In such $\mathcal{P}$, there exist two points $p^{\prime}$ and $p^{\prime \prime}$ that belong to gray and black segments $L^{\prime}$ and $L^{\prime \prime}$, respectively, and the open curve $\mathcal{P}\left(p^{\prime}, p^{\prime \prime}\right)$ has no point in common with any segment. This implies that $\left(L^{\prime}, L^{\prime \prime}\right)$ is a good pair, which then contradicts Claim 3.9.


Fig. 28. An illustration of the proof of Claim 3.10. The gray region indicates the possible range of left segments in $\mathcal{X}_{2}^{4}$.


Fig. 29. An illustration of the construction of an $(S, x)$-curve $\tilde{\mathcal{C}}$ that intersects $S$ more than once but at most three times and has a separator $\tilde{\mathcal{S}}$ of size at most 15.

By the same arguments as above, we may derive the following claim.
Claim 3.11. There exists a good pair $\left(L_{2}^{\prime}, L_{2}^{\prime \prime}\right) \in \tilde{\mathcal{L}}^{-} \times \tilde{\mathcal{L}}^{+}$such that $\left\{L_{2}^{\prime}, L_{2}^{\prime \prime}\right\} \cap \mathcal{X}_{k-6}^{k-4} \neq \emptyset$.

Now, having proved the above claims, we continue by constructing the desired (not necessarily simple) ( $S, x$ )-curve $\tilde{\mathcal{C}}$ of weight at most 15 (see Fig. 29 for an illustration). Let $\left(L_{1}^{\prime}, L_{1}^{\prime \prime}\right) \in \tilde{\mathcal{L}}^{-} \times \tilde{\mathcal{L}}^{+}$be a good pair from Claim 3.10 and let $\mathcal{C}_{1}^{\prime}$ be a free curve that connects $L_{1}^{\prime}$ and $L_{1}^{\prime \prime}$. Similarly, let $\left(L_{2}^{\prime}, L_{2}^{\prime \prime}\right) \in \tilde{\mathcal{L}}^{-} \times \tilde{\mathcal{L}}^{+}$be a good pair from Claim 3.11 and let $\mathcal{C}_{2}^{\prime}$ be a free curve that connects $L_{2}^{\prime}$ and $L_{2}^{\prime \prime}$. Next, let $\mathcal{C}_{1} \subseteq L_{1}^{\prime} \cup L_{1}^{\prime \prime} \cup \mathcal{C}_{1}^{\prime}$ be the simple curve whose one endpoint, denoted by $p_{1}^{\prime \prime}$, is the endpoint of $L_{1}^{\prime \prime}$ in $\partial F_{1}$ and whose other endpoint, denoted by $p_{1}^{\prime}$, is the closest point to $p_{1}^{\prime \prime}$ (along $\mathcal{C}_{1}$ ) in $\mathcal{C}$. Similarly, let $\mathcal{C}_{2} \subseteq L_{2}^{\prime} \cup L_{2}^{\prime \prime} \cup \mathcal{C}_{2}^{\prime}$ be the simple curve whose one endpoint, denoted by $p_{2}^{\prime \prime}$, is the endpoint of $L_{2}^{\prime \prime}$ in $\partial F_{1}$ and whose other endpoint, denoted by $p_{2}^{\prime}$, is the closest point to $p_{2}^{\prime \prime}$ (along $\mathcal{C}_{1}$ ) in $\mathcal{C}$. Finally, let $\mathcal{P}$ be the shortest (simple) curve contained in $L_{1} \cup L_{1}^{\prime \prime} \cup L_{2}^{\prime \prime} \cup \partial F_{1}$ that connects points $x_{1}^{\prime \prime}$ and $x_{2}^{\prime \prime}$, where $x_{1}^{\prime \prime}=S \cap \mathcal{C}_{1}$ and $x_{2}^{\prime \prime}=S \cap \mathcal{C}_{2}$.

Now, we observe that the concatenation of $\mathcal{C}\left(c_{1}, p_{1}^{\prime}\right), \mathcal{C}_{1}\left(p_{1}^{\prime}, x_{1}^{\prime \prime}\right), \mathcal{P}, \mathcal{C}_{2}\left(x_{2}^{\prime \prime}, p_{2}^{\prime}\right)$ and $\mathcal{C}\left(p_{2}^{\prime}, c_{2}\right)$ includes an ( $S, x$ )-curve $\tilde{\mathcal{C}}$ with a possible overlapping only along $L_{1} \cap F_{1}$. (Recall that $c_{1}$ and $c_{2}$ are the endpoints of $\mathcal{C}$, and $c_{1} \in L_{1}$.) And $\tilde{\mathcal{C}}$ has a separator $\tilde{\mathcal{S}}$ such that $\tilde{\mathcal{S}} \subseteq\left\{L_{1}, \ldots, L_{4}, L_{1}^{\prime}, L_{1}^{\prime \prime}, L_{2}^{\prime}, L_{2}^{\prime \prime}, L_{k-6}, \ldots, L_{k-1}, L_{k}\right\}$. Since $|\tilde{\mathcal{S}}| \leq 15$, the proof is completed.

In the remaining part of the proof, we construct an $(S, x)$-separator that is safe for $\tilde{\mathcal{C}}$. This separator consists of the segments in $\tilde{S}$ and the two good pairs $L_{1}^{\prime}, L_{1}^{\prime \prime}$ and $L_{2}^{\prime}, L_{2}^{\prime \prime}$, respectively. We emphasize that the separator $\tilde{S}$ itself may not be safe. Informally, the reason for this is the existence of a nice subarrangement that may contain segments that lie on both sides of $S$ because $\tilde{\mathcal{C}}$ crosses $S$ more than once (we refer here to the subarrangement from the definition of a 'safe' separator). This subarrangement may simultaneously contain subsegments of left and right segments in $\tilde{\mathcal{L}}(v)$. Thus, our efforts will focus on proving that the addition of $L_{1}^{\prime}, L_{1}^{\prime \prime}, L_{2}^{\prime}, L_{2}^{\prime \prime}$ to $\tilde{S}$ will further subdivide this subarrangement into nice subarrangements with required properties. More precisely, we need to focus our analysis on a nice subarrangement $\tilde{\mathcal{A}}_{x}$ created by this subdivision and consisting, again, segments on both sides of $S$. The $\tilde{\mathcal{A}}_{x}$ may contain a subsegment of a left segment in $\tilde{\mathcal{L}}(v)$ but we argue that no subsegment of a right segment from $\tilde{\mathcal{L}}(v)$ is present in $\tilde{\mathcal{A}}_{x}$.

We start with the following technical lemma.

Claim 3.12. There is no good pair $\left(L^{\prime}, L^{\prime \prime}\right) \in\left\{L_{1}^{\prime}, L_{1}^{\prime \prime}\right\} \times\left\{L_{2}^{\prime}, L_{2}^{\prime \prime}\right\}$.
Sketch of proof. The proof follows by arguments similar to those in the proof of Claim 3.9. Namely, if such a pair existed, we could construct a "bypass" (curve) of a minimum separator of size at most four (contributed by segments in $\left\{L_{1}^{\prime}, L_{1}^{\prime \prime}, L_{2}^{\prime}, L_{2}^{\prime \prime}\right\}$ ), which together with segments in $\mathcal{X}_{1}^{4} \cup \mathcal{X}_{k-6}^{k}$ would imply the existence of a simple $(S, x)$-curve of weight at most $4+4+7=$ 15 (since $k \geq 16$ ) that intersects $S$ exactly once. This gives a contradiction with the minimality of $\mathcal{C}$. We omit the details.


Fig. 30. $\mathcal{C}_{1} \subseteq L_{1}^{\prime} \cup L_{1}^{\prime \prime} \cup \mathcal{C}_{1}^{\prime}$ and $\mathcal{C}_{2} \subseteq L_{2}^{\prime} \cup L_{2}^{\prime \prime} \cup \mathcal{C}_{2}^{\prime}$.


Fig. 31. In $F_{\chi}$, no non-illuminated subsegment of a left segment in $\tilde{\mathcal{L}}(v)$ exists that can be connected along a non-illuminated path to a non-illuminated subsegment of a right segment in $\tilde{\mathcal{L}}(v)$.

We now introduce some notation (see Fig. 30 for an illustration). For $i \in\{1,2\}$, let $\mathcal{C}_{i}^{\prime}$ be a free curve in $F_{2}$ that connects $L_{i}^{\prime}$ and $L_{i}^{\prime \prime}$ and let $\mathcal{C}_{i} \subseteq L_{i}^{\prime} \cup \mathcal{C}_{i}^{\prime} \cup L_{i}^{\prime \prime}$ be the simple curve with the endpoints $p_{i}^{\prime}$ and $p_{i}^{\prime \prime}$, where $p_{i}^{\prime}$ (resp. $p_{i}^{\prime \prime}$ ) is the endpoint of $L_{i}^{\prime}$ (reps. $L_{i}^{\prime \prime}$ ) on $\partial F_{1}$. Note that $p_{1}^{\prime}, p_{1}^{\prime \prime}, p_{2}^{\prime}$ and $p_{2}^{\prime \prime}$ may not be distinct. Then, no point in $\mathcal{C}_{1} \cap \mathcal{C}_{2}$ lies in $F_{2}$ (since otherwise, we obtain a contradiction with Claim 3.12). In particular, the segments in $\left\{L_{1}^{\prime}, L_{1}^{\prime \prime}, L_{2}^{\prime}, L_{2}^{\prime \prime}\right\}$ are distinct, and if either $L_{1}^{\prime}$ and $L_{2}^{\prime}$ or $L_{1}^{\prime \prime}$ and $L_{2}^{\prime \prime}$ intersect, then their intersections are not in $F_{2}$ (but can lie on the splitter $S$ ).

Thus, keeping in mind also the minimality of $\mathcal{C}$, we observe:

- The $y$-coordinate of the intersection $x_{1}^{\prime}=L_{1}^{\prime} \cap S$ is not smaller than the $y$-coordinate of the intersection $x_{1}^{\prime \prime}=L_{2}^{\prime} \cap S$.
- The $y$-coordinate of the intersection $x_{1}^{\prime \prime}=L_{1}^{\prime \prime} \cap S$ is not greater than the $y$-coordinate of the intersection $x_{2}^{\prime \prime}=L_{2}^{\prime \prime} \cap S$.

Next, we have the following claim.
Claim 3.13. There is no right segment in $\tilde{\mathcal{L}}(v)$ intersecting $\mathcal{C}_{2}$.
Sketch of proof. The proof follows by arguments similar to those in the proof of Claim 3.8. Namely, if such a segment $R$ existed, we could construct a "bypass" (curve) with a minimum separator of size at most three (contributed by segments in $\left\{L_{2}^{\prime}, L_{2}^{\prime \prime}, R\right\}$ ), which together with segments in $\mathcal{X}_{1}^{k-4}$ would imply the existence of a simple $(S, x)$-curve of weight at most $k-1$ that intersects $S$ exactly once. This contradicts the minimality of $\mathcal{C}$. We omit details.

For the ( $S, x$ )-separator $\tilde{\mathcal{S}}$ of $\tilde{\mathcal{C}}$ constructed above, define its (not necessarily minimal) separator

$$
\mathcal{S}^{\circ}=\tilde{\mathcal{S}} \cup\left\{L_{1}^{\prime}, L_{1}^{\prime \prime}, L_{2}^{\prime}, L_{2}^{\prime \prime}\right\}
$$

Observe that $\left|\mathcal{S}^{\circ}\right| \leq 15$. Let $F_{x}$ be the subface of $F$ bounded by $\mathcal{P}$ and $\overline{x_{1}^{\prime \prime} x_{2}^{\prime \prime}}$ (Fig. 31). Consider now any subarrangement $\tilde{\mathcal{A}}_{x}=\left(\tilde{\mathcal{L}}_{x}, V, \mathcal{I} \cup r\left(\mathcal{S}^{\circ}\right)\right)$ that has a non-illuminated segment $L \in \tilde{\mathcal{L}}_{x}$ such that $L \cap F_{x} \neq \emptyset$. We have the following claim.

Claim 3.14. No segment in $\tilde{\mathcal{L}}_{X}$ is contained in a right segment in $\tilde{\mathcal{L}}(v)$.
Proof. Suppose on the contrary that there is in $\tilde{\mathcal{L}}_{x}$ a non-illuminated subsegment $R$ of a right segment in $\tilde{\mathcal{L}}(v)$. Then, $R$ intersects in $F_{2}$ either $L_{2}^{\prime}$ or $\mathcal{C}_{2}^{\prime}$. Due to Claims 3.8 and 3.13 , none of those situations is possible, which gives a required contradiction.

Note that Claim 3.14 implies that $\mathcal{S}^{\circ}$ is safe for $\tilde{\mathcal{C}}$, which completes the proof of Lemma 3.6.

### 3.2.5. Searching strategy for nice subarrangements

Let $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ be a nice subarrangement of an arrangement $\mathcal{A}=(\mathcal{L}, V)$, let $v \in V$ be selected arbitrarily and let $S$ be a balanced splitter in $\tilde{\mathcal{A}}$ with respect to $v$, whose existence is guaranteed by Lemma 3.5. Recall that for a set of line segments $X \subseteq \tilde{\mathcal{L}}, r(X)$ is the (minimum) set of line segments in $\mathcal{L}$ whose illumination ensures that all line segments in $X$ are illuminated. Without loss of generality assume that $S$ is vertical, with the bottom endpoint denoted by b. Let $X=\left\{x_{1}, \ldots, x_{m}\right\}$ be the points that $S$ has in common with segments in $\mathcal{X}(S)$; the points in $X$ are ordered with respect to the increasing $y$-coordinate. Next, let $\mathcal{C}_{i}, i \in\{1, \ldots, m\}$, be an $\left(S, x_{i}\right)$-curve having a safe $\left(S, x_{i}\right)$-separator $\mathcal{S}_{i}^{\circ}=\left\{L_{1}^{i}, \ldots, L_{k_{i}}^{i}\right\}$ of size $O(1)$; such $\mathcal{C}_{i}$ exists by Lemma 3.6. Let $F_{i}, i \in\{1, \ldots, m\}$, denote the (bounded) face of the planar subdivision formed by segments in $\mathcal{I}$ and the curve $\mathcal{C}_{i}$ such that $\overline{b x_{i}} \subset F_{i}$ (condition (b) for $\mathcal{C}_{i}$ ). Denote by $x_{m+1}$ and $F_{m+1}$ the top endpoint of $S$ and the face of the planar subdivision formed by $\mathcal{I}$ such that $\overline{b x_{m+1}} \subset F_{m+1}$, respectively.

Informally speaking, we construct a searching strategy that illuminates separators $\mathcal{S}_{i}^{\circ}$ one by one, keeping always the current one and the previous one illuminated, and making recursive calls to search subarrangements 'between' the two separators. We now describe the first few steps of this searching process formally, and then we provide a pseudocode for constructing our searching strategy, together with its correctness proof.

Consider any subarrangement $\tilde{\mathcal{A}}_{1}=\left(\tilde{\mathcal{L}}_{1}, V, \mathcal{I} \cup r(\tilde{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{1}^{\circ}\right)\right)$ whose non-illuminated segments in $\tilde{\mathcal{L}}_{1}$ lie within the face $F_{1}$; we emphasize that together with line segments in $\mathcal{I}$, we illuminate at most two elements in $r(\tilde{\mathcal{L}}(S)$ ) and all $O$ (1) line segments in $r\left(\mathcal{S}_{1}^{\circ}\right)$. The boundary $\mathcal{I} \cup \tilde{\mathcal{L}}(S) \cup r\left(\mathcal{S}_{1}^{\circ}\right)$ satisfies the nice properties (1-3). We apply a recursive call to $\tilde{\mathcal{A}}_{1}$, which results in clearing $\tilde{\mathcal{A}}_{1}$. Then, we keep $r\left(\mathcal{S}_{1}^{\circ}\right)$ illuminated (but not $r(\tilde{\mathcal{L}}(S))$ ).

Next, consider any subarrangement $\tilde{\mathcal{A}}_{2}=\left(\tilde{\mathcal{L}}_{2}, V, \mathcal{I} \cup r(\tilde{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{1}^{\circ}\right) \cup r\left(\mathcal{S}_{2}^{\circ}\right)\right)$ whose non-illuminated segments in $\tilde{\mathcal{L}}_{2}$ lie within $F_{2}$. Together with the segments in $\mathcal{I} \cup r(\tilde{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{1}^{\circ}\right)$, we now illuminate the segments in $r\left(\mathcal{S}_{2}^{\circ}\right)$, and $\mathcal{I} \cup r\left(\mathcal{S}_{1}^{\circ}\right) \cup r\left(\mathcal{S}_{2}^{\circ}\right)$ maintains the nice properties (1-3). Since $\mathcal{S}_{1}^{\circ}$ and $\mathcal{S}_{2}^{\circ}$ are the two separators whose curves $\mathcal{C}_{1}$ and $\mathcal{C}_{2}$ pass through the two consecutive points $x_{1}$ and $x_{2}$ along our splitter $S$, respectively:

- If the elements in $\tilde{\mathcal{L}}_{2}$ lie within $F_{1} \cap F_{2}, \tilde{\mathcal{A}}_{2}$ is already clear because $\mathcal{I} \cup r\left(\mathcal{S}_{1}^{\circ}\right)$ is kept illuminated.
- Otherwise, that is if the elements in $\tilde{\mathcal{L}}_{2}$ lie within $F_{2} \backslash F_{1}$, we apply a recursive call to $\tilde{\mathcal{A}}_{2}$.

Consequently, $\tilde{\mathcal{A}}_{2}$ becomes clear, and we turn off the searchlights illuminating $r\left(\mathcal{S}_{1}^{\circ}\right)$, keeping only the segments in $r(\tilde{\mathcal{L}}(S)) \cup$ $r\left(\mathcal{S}_{2}^{\circ}\right)$ illuminated (together with $\mathcal{I}$ ), to keep $\tilde{\mathcal{A}}_{2}$ (and any other subarrangement within $F_{2}$ ) clear for the next step.

We apply the same argument to any subarrangement $\tilde{\mathcal{A}}_{i}=\left(\tilde{\mathcal{L}}_{i}, V, \mathcal{I} \cup r(\tilde{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{i-1}^{\circ}\right) \cup r\left(\mathcal{S}_{i}^{\circ}\right)\right)$, whose non-illuminated segments in $\tilde{\mathcal{L}}_{i}$ lie within $F_{i}, i=3, \ldots, m+1$. Note that the segments within $F \backslash F_{m}$ become clear when $i=m+1$, which eventually results in clearing the whole $\tilde{\mathcal{A}}$.

The pseudocode of algorithm SNS (Search Nice Subarrangement) is given below. The algorithm takes a nice subarrangement $\hat{\mathcal{A}}=(\hat{\mathcal{L}}, V, \hat{\mathcal{I}})$ and $v \in V$ as input. In the first step, it is checked if $\hat{\mathcal{A}}$ is already cleared, and if this is the case, then the computation stops. Otherwise, it may be the case that $\hat{\mathcal{A}}$ is not cleared but all line segments of the subarrangement $\hat{\mathcal{A}}$ contained in $\hat{\mathcal{L}}(v)$ are already cleared: then another guard in $V$ is selected as $v$. Step 2 computes $S$, the points $x_{1}, \ldots, x_{m+1}$ with the corresponding safe separators. ${ }^{16}$ The main part of SNS, i.e., Step 3, performs the clearing as described above.

## Algorithm SNS ( $\hat{\mathcal{A}}, v$ )

Step 1: If there are no contaminated line segments in $\hat{\mathcal{L}}$, then exit (the subarrangement $\hat{\mathcal{A}}$ is clear). If there are no contaminated line segments in $\hat{\mathcal{L}}(v)$, then let (a new) $v \in V$ be any guard with at least one contaminated line segment in $\hat{\mathcal{L}}(v)$.
Step 2: Let $S$ be a balanced splitter of $\hat{\mathcal{A}}$ with respect to $v$. Determine the points $x_{1}, \ldots, x_{m+1}$, a safe ( $S, x_{i}$ )-separator $\mathcal{S}_{i}^{\circ}$ and the face $F_{i}$ for each $i \in\{1, \ldots, m+1\}$, where $\mathcal{S}_{m+1}^{\circ}=\emptyset$. Let $F_{0}=\emptyset$ and $\mathcal{S}_{0}^{\circ}=\emptyset$.
Step 3: For each $i:=1, \ldots, m+1$ (in this order) do:
Step 3a: Stop illuminating any line segments except for those in $\hat{\mathcal{I}} \cup r(\hat{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{i-1}^{\circ}\right)$.
Step 3b: Illuminate additionally the line segments in $r\left(\mathcal{S}_{i}^{\circ}\right)$ so that the segments in $\hat{\mathcal{I}} \cup r(\hat{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{i-1}^{\circ}\right) \cup r\left(\mathcal{S}_{i}^{\circ}\right)$ are now illuminated.
Step 3c: For each nice subarrangement $\hat{\mathcal{A}}_{i}$ of $\left(\hat{\mathcal{L}}, V, \hat{\mathcal{I}} \cup r(\hat{\mathcal{L}}(S)) \cup r\left(\mathcal{S}_{i-1}^{\circ}\right) \cup r\left(\mathcal{S}_{i}^{\circ}\right)\right)$ within the face $F_{i} \backslash F_{i-1}$, call $\operatorname{SNS}\left(\hat{\mathcal{A}}_{i}, v\right)$.

Theorem 3.15. Any nice $(n, g)$-subarrangement $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ can be searched with $O\left(g^{2} \cdot \log n\right)$ searchlights.

[^11]

Fig. 32. Adding a virtual simple closed polyline $\mathcal{P}$ allows us to treat the unbounded face as a bounded one.
Proof. Given any nice subarrangement $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$, the call to $\operatorname{SNS}(\tilde{\mathcal{A}}, v)$, where $v \in V$ is selected arbitrarily, results in clearing $\tilde{\mathcal{A}}$. This follows from a simple induction on the total number of representatives of contaminated line segments in $\tilde{\mathcal{L}}$, as we sketch below. The way the separators are illuminated in Steps 3a and 3b of Algorithm SNS gives two observations. First, if a face $F_{i-1}, i \in\{2, \ldots, m+1\}$, contains no contaminated subsegment at the beginning of the $i$-th iteration of the main loop in Step 3, then $F_{i-1}$ has no contaminated subsegment at the end of Step 3b in that iteration. Second, at the end of Step 3c of this iteration, there is no contaminated subsegment in the face $F_{i} \backslash F_{i-1}$ (due to the induction hypothesis). Thus, at the end of the $(m+1)$-st iteration, $F_{m+1}$ has no contaminated subsegment, which implies that the input nice subarrangement is clear. (Observe that each recursive call $\operatorname{SNS}\left(\tilde{\mathcal{A}}_{i}, v\right)$ results in decreasing the number of non-illuminated representatives since $S$ is balanced; see the discussion below.)

We now bound the number of searchlight that SNS uses for $\tilde{\mathcal{A}}$. The analysis is divided into two parts: first we bound the recursion depth, and then we bound the number of searchlights used by each instance of SNS.

Note that for a given choice of $v \in V$ several (possibly zero) subsequent recursive calls to SNS take $v$ as part of the input. Then, if $\tilde{\mathcal{L}}(v)$ has no contaminated line segments, then another guard in $V$ is selected and searching of the current nice subarrangement continues. Thus, for bounding the depth of the recursion, it is enough to argue that for any choice of $v$, after $O(\log n)$ recursive calls the input nice subarrangement has no contaminated line segments in $\tilde{\mathcal{L}}(v)$. This, however, is due to the two following facts. First, in each call to SNS a balanced splitter $S$ is selected: such a splitter exists by Lemma 3.5. Second, any subarrangement $\tilde{\mathcal{A}}_{i}, i \in\{1, \ldots, m+1\}$, in Step 3 c can have either a non-illuminated subsegment of a left segment in $\tilde{\mathcal{L}}(v)$ or a non-illuminated subsegment of a right segment in $\tilde{\mathcal{L}}(v)$, but not both. This is due to the fact that each separator $S_{i}^{\circ}$ is safe; such separator exists by Lemma 3.6.

By Lemma 3.6, illuminating the separator $\mathcal{S}_{i}^{\circ}, i \in\{1, \ldots, m\}$, requires $O$ (1) searchlights, and the procedure illuminates at most two separators at a time. The maximum depth of recursion of SNS is $O(\log n)$ per guard and hence its total recursion depth is $O(g \log n)$. Moreover, $O(g \log n)$ searchlights will be used simultaneously (by all guards, and hence by any single guard) at a deepest level of recursion. Therefore, placing $O(g \log n)$ searchlights at each guard is sufficient and hence the total number of searchlights used by all guards in SNS is $O\left(g^{2} \log n\right)$. Finally, by Lemma $3.4,|\mathcal{I}| \leq 2 g-1$.

### 3.2.6. Subarrangements within the unbounded face

We have assumed that non-illuminated segments of $\tilde{\mathcal{A}}=(\tilde{\mathcal{L}}, V, \mathcal{I})$ are within a bounded face of the planar subdivision formed by line segments in $\mathcal{I}$. If non-illuminated segments are within the unbounded face $F$ of this subdivision, then all we need is to add a virtual simple closed polyline $\mathcal{P} \subset F$ to $\mathcal{I}$ such that $\mathcal{P}$ encloses $\mathcal{I}$ and shares a vertex only with one line segment endpoint or one intersection of segments in $\mathcal{I}$. See Fig. 32. Then essentially the same argument as above applies to the section of the unbounded face enclosed by $\mathcal{P}$. (The details are omitted.) Consequently, we obtain the following theorem.

Theorem 3.16. Any ( $n, g$ )-arrangement of line segments can be searched with $O\left(g^{2} \cdot \log n\right)$ searchlights.
Proof. Let $\mathcal{A}=(\mathcal{L}, V)$ be an $(n, g)$-arrangement of line segments. By permanently illuminating a set $\mathcal{I} \subseteq \mathcal{L}$ of segments using at most $O(g)$ searchlights (Lemma 3.4), we first divide $\mathcal{A}$ into a number of nice subarrangements. Next, by Theorem 3.15, we search each of the nice subarrangements, one by one, using $O\left(g^{2} \log n\right)$ searchlights.

Corollary 3.17. For arrangements of line segments, we have $s(n, g)=O\left(g^{2} \cdot \log n\right)$.

### 3.3. Upper bounds in terms of guard degrees

The argument leading to the upper bound on $s(\mathcal{A})$ given in Theorem 2.4 for ( $n, g$ )-arrangements $\mathcal{A}=(\mathcal{L}, V)$ of lines carries over to the case of $(n, g)$-arrangements of line segments without any change. Therefore we have the following corollaries, where $\Gamma(\mathcal{A})$ is the maximum number of guards in $V$ that lie on a set of parallel line segments in $\mathcal{L}, \operatorname{deg}_{\mathcal{A}}(v)$ is the number of maximal subsegments of line segments in $\mathcal{L}$ ending at $v$, and $\Delta(\mathcal{A})=\max _{v \in V} \operatorname{deg}_{\mathcal{A}}(v)$.

Corollary 3.18. For any ( $n, g$ )-arrangement $\mathcal{A}=(\mathcal{L}, V)$ of line segments, we have

$$
s(\mathcal{A}) \leq \min \left\{\frac{1}{2} \sum_{v \in V} \operatorname{deg}_{\mathcal{A}}(v)-\Gamma(\mathcal{A}), n-1\right\}
$$



Fig. 33. An example of a grid.
Corollary 3.19. Let $\mathcal{A}$ be an $(n, g)$-arrangement of line segments with $\Delta(\mathcal{A}) \leq 4$. Then

$$
s(\mathcal{A}) \leq \min \{2 g, n\}-1
$$

Additionally, if all guards belong to some lines that are all parallel, then $s(\mathcal{A}) \leq \min \{g, n-1\}$.
In particular, the above corollary can be applied for the case of grids. Recall - a grid $\mathcal{G}$ is a connected arrangement of axis-aligned line segments, see Fig. 33 for an example. The problem of guarding a grid was introduced by Ntafos in 1986, who proved that the minimum guard set for a given $n$-segment grid can be found in $O\left(n^{2.5}\right)$ time [17]. For any grid $\mathcal{G}=(\mathcal{L}, V)$, we have $\Delta(\mathcal{G}) \leq 4$ and $|\Gamma(\mathcal{G})|=g$, which results in the following corollary.

Corollary 3.20. For grids, we have $s(n, g) \leq \min \{g, n-1\}$.
In particular, for a given $(n, g)$-grid $\mathcal{G}=(\mathcal{L}, V)$, if $V$ is minimal, then each guard in $V$ requires at least one searchlight to search $\mathcal{G}$, which yields $s(n, g)=g$ for the case of grids (see Fig. 7 ; recall that for grids we have $\left\lfloor\frac{n}{2}\right\rfloor \leq g$ ).

## 4. Concluding remarks

We conclude with a few open problems.
Problem 1. Provide better estimates on $s(n, g)$ in the case of $(n, g)$-arrangements of lines. In particular, prove or disprove that $s(n, g) \leq 2 g$.
Problem 2. Provide better estimates on $s(n, g)$ in the general case of $(n, g)$-arrangements of line segments. Without any strong evidence, we conjecture that the upper bound on $s(n, g)$ can be improved up to $O(g \log \Delta)$, which will then match the lower bound proved in Subsection 3.1; in other words, we expect that the worst-case total number of searchlights necessary to successfully search any ( $n, g$ )-arrangement strictly depends on the degree $\Delta(\mathcal{A})$ of an arrangement $\mathcal{A}=(\mathcal{L}, V)$ to be searched.
Problem 3. The function $s(n, g)$ describes the total number of searchlights required by $g$ guards. It is natural then to ask what is the maximum number $\dot{s}(n, g)$ of searchlights ever needed per some guard to search any ( $n, g$ )-arrangement of line segments. Notice that the proofs of Theorems 3.2 and 3.16 imply that there are infinitely many arbitrarily large arrangements $\mathcal{A}$ that require $\Omega(\log \Delta(\mathcal{A})$ ) searchlights per a guard and $\dot{s}(n, g)=O(g \log n)$, respectively. Keeping in mind the above conjecture for Problem 2, we expect that to search an $(n, g)$-arrangement $\mathcal{A}=(\mathcal{L}, V)$ of line segments, $O(\log \Delta(\mathcal{A}))$ searchlights are needed per a guard in $V$.

Define the switch number as the minimum number of steps needed to search an arrangement using a given placement of searchlights. The discussions leading to the proof of Theorem 2.4 and Corollary 3.18 show that an ( $n, g$ )-grid $\mathcal{G}=(\mathcal{L}, V)$ of lines or line segments can be searched in at most $3 g+1$ steps using one searchlight at every guard (all searchlights are aimed toward the left in step 1 , and thereafter the searchlights, one by one, change directions at most three times). Focusing only on the case of searching a grid of line segments using exactly one searchlight at every guard, we denote by $\operatorname{sn}(\mathcal{G})$ the search number of grid $\mathcal{G}=(\mathcal{L}, V)$, and by $\operatorname{sn}(n, g)$ the maximum of $\operatorname{sn}(\mathcal{G})$ over all $(n, g)$-grids. We then propose:

Problem 4. Given an ( $n, g$ )-grid $\mathcal{G}=(\mathcal{L}, V)$ of line segments, determine $s n(\mathcal{G})$. We expect this problem to be NP-hard, and pose the problem of identifying non-trivial subclasses of grids for which the problem is solvable in polynomial time.
Problem 5. Obtain tight bounds on $s n(n, g)$.
In the rest of this section we present the following initial result on Problem 5.

## Theorem 4.1.

1. For any $1 \leq g \leq n-1, s n(n, g) \leq 3 g+1$.


Fig. 34. Grid $\mathcal{T}_{g}$ for the case $k=5, n=32$ and $g=16$, where the black dots show the guard positions. $\mathcal{T}_{g}$ has a switch number $\operatorname{sn}\left(\mathcal{T}_{g}\right) \geq \log g_{2} g$.
2. For every $k=1,2, \ldots, n=2^{k}$ and $g=n / 2, s n(n, g) \geq \log _{2} g$.

Proof. The first claim holds because, as discussed above, $\operatorname{sn}(\mathcal{G}) \leq 3 g+1$ for any ( $n, g$ )-grid of line segments. To prove the second claim, we show by induction that for any $k=2,3, \ldots$ the triangular $(n, g)$-grid $\mathcal{T}_{g}$ consisting of $n=2^{k}$ line segments and $g=n / 2$ guards depicted in Fig. 34 satisfies $\operatorname{sn}\left(\mathcal{T}_{g}\right) \geq \log _{2} g$. (The case $k=1, n=2$ and $g=1$ is trivial.) Since every intersection in $\mathcal{T}_{g}$ has to be illuminated by two searchlights (one aimed down and one aimed right) simultaneously at least once during a search (we say an intersection is checked when this happens), it suffices to show that it takes at least $\log _{2} g$ steps to check all intersections of $\mathcal{T}_{g}$. We now show OPT $(g) \geq \log _{2} g, g=2^{k-1}$, by induction on $k$, where OPT $(g)$ denotes the minimum number of steps sufficient to check all intersections in $\mathcal{T}_{g}$.

Obviously $\mathrm{OPT}(g) \geq \log _{2} g$ holds for $k=2$ ( $n=4$ and $g=2$ ). Now, consider $\mathcal{T}_{g}$ for some $k \geq 3$, and assume $\operatorname{OPT}(g / 2) \geq$ $\log _{2}(g / 2)=\log _{2} g-1$. Without loss of generality we may assume that all $g$ searchlights are on at every step while all intersections in $\mathcal{T}_{g}$ are checked in optimal OPT $(g)$ steps. Thus at every step at least $g / 2$ searchlights are either aimed right or aimed down. Fix a step $t$, and let $\mathcal{T}_{g / 2}$ be any sub-grid of $\mathcal{T}_{g}$ consisting only of $g / 2$ guards whose searchlights are aimed right (or aimed down) together with the $g$ line segments incident on them. Since (i) none of the intersections in $\mathcal{T}_{g / 2}$ are checked in step $t$, and (ii) all intersections in $\mathcal{T}_{g / 2}$ must be checked in OPT $(g)$ steps (when all intersections in $\mathcal{T}_{g}$ are checked in $\operatorname{OPT}(g)$ steps), we have $\operatorname{OPT}(g) \geq \mathrm{OPT}(g / 2)+1 \geq \log _{2} g$, where the second inequality is by the inductive hypothesis.
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[^1]:    ${ }^{4}$ If $\mathcal{L}$ consists of line segments, then there will be up to $2 k$ possible directions of the searchlight.

[^2]:    ${ }^{5}$ There may be line components in a wedge not visible from $v_{1}$ if $|V| \geq 3$.
    ${ }^{6}$ It is out of the scope of the paper to develop efficient implementations of our algorithms or to investigate the time and space complexity of deciding whether the given arrangement can be searched using $k$ searchlights. We leave these issues for future study.

[^3]:    7 The $x$ - and $y$-axes are considered "horizontal" and "vertical", respectively. We use "left", "right", "down" and "up", respectively, to refer to the $-x$, $+x$, $-y$ and $+y$ directions in the plane.

[^4]:    ${ }^{8}$ Notice that for any ( $n, g$ )-arrangement of axis-aligned lines or line segments, we have $\left\lfloor\frac{n}{2}\right\rfloor \leq g$.

[^5]:    9 If $v_{0}$ has a half-line that does not intersect any other line at any point other than $v_{0}$, then that half-line works as a bridge and we can do without $F^{0}$.

[^6]:    ${ }^{10}$ To be precise, it is the segments and half-lines within the wedge intersection that are being searched.

[^7]:    ${ }^{11}$ Technically, it is the procedure SEARCH that is different in ALGORITHM1 and ALGORITHM2.

[^8]:    $\overline{12}$ Since $\mathcal{U}_{0}=V\left[\mathcal{U}_{0}\right]$ holds, $\left(\mathcal{U}_{0}, \mathcal{U}_{j}\right) \in \mathcal{E}^{+}$effectively means $\mathcal{U}_{0}$ is a "splitter" of $\mathcal{U}_{j}$. However, the splitter relation has been defined over the set of source components, to which $\mathcal{U}_{0}$ does not belong.

[^9]:    13 The fact of existence of a balanced 1-edge separator in a weighted tree of bounded degree seems to be a folklore result and has already appeared in the literature. However, we failed to affiliate its authorship, and the proof we present is a modification of the proof for 1-node separators in trees, presented by Satish Rao in his lecture notes on foundations of parallel and distributed systems.

[^10]:    ${ }^{14}$ Observe that, for a segment $\tilde{L} \in \tilde{\mathcal{L}}(w), w \in V$, by illuminating its representative $r(\tilde{L}) \in \mathcal{L}(w)$, it may happen that we illuminate several other segments in $\tilde{\mathcal{L}}(w)$. Thus, our recursion might have stopped earlier.
    15 If $F$ forms a weakly simple polygon then, in order to define left and right segments properly (for the definition of left and right segments, see below), we have to define $\partial F_{1}$ and $\partial F_{2}$ more carefully, since they may overlap.

[^11]:    16 Note that we use this algorithm to prove our upper bound on the number of searchlight needed for clearing a nice subarrangement and therefore we skip the details of the efficiency of computing $S$ and the separators. We only remark that there are $O\left(n^{2}\right)$ possible splitters $S$, for each splitter it can be verified in polynomial time whether it is balanced or not and minimal separators can be obtained in polynomial time by a modification of a shortest path algorithm.

