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Chapter 1

Introduction

Despite the current existence of very accurate quantum chemical methods and rapid increase in
the available computer power, full theoretical description of the chemical reactivity remains a
difficult problem to study. On the other hand, novel light sources with XUV /X-ray attosecond
pulses allow for excellent control of numerous processes and imaging of ultrafast electronic and
nuclear dynamics. Still, investigations of molecular fragmentation remain complicated due to
the multiplicity of active degrees of freedom. Among all possible fragmentation pathways and
products, it is necessary to uncover those that are relevant to understanding the physics of the
problem.

The main aim of this thesis is to investigate and understand the fragmentation process of
a furan molecule with complementary theoretical methodologies. Depending on the initial
charge state, the furan molecule is expected to decompose in a various ways. An additional
objective is to propose and test a theoretical procedure that will provide information on the
studied process and, at the same time, will be universal if applied to other systems. More-
over, as one of the steps, the present work adopts a statistical method, which is currently being
developed. Due to scarce number of its applications, it is crucial to extend the scope of stud-
ied systems. Finally, direct quantitative comparison of the theoretically calculated observables
with the recently obtained experimental results can provide systematic means of evaluating the
accuracy and applicability of the new methodology.

The essence of this work resides in elucidating how the amount and distribution of the in-
ternal energy influences the fragmentation yields, regardless of the way it was deposited. It
has been previously shown that excitation of the target is much faster than the time scale of
the fragmentation. Redistribution of the excitation energy among internal degrees of freedom
takes much longer time than the excitation itself. Hence, it is possible to study the fragmenta-
tion problem separately from the excitation. Then, comparison with experimental studies using
electron beams, synchrotron radiation and ions as primary sources is feasible. So far, experi-
mental measurements of furan interactions with electrons [1], [2] and synchrotron radiation [3]
have already been performed. However, to the author’s knowledge, this is the first presen-
tation of the ion-induced fragmentation of furan. The newly performed experiments provide
great opportunity to asses the chosen theoretical procedure and complement theoretical results.

The furan molecule has been chosen as a target for a few reasons: (1) widespread appli-
cations and model structure of the furan molecule (explained later in section 2) make it an
interesting research subject; (2) furan comprises of nine atoms, which means that the applica-

tion of proposed theoretical methods to such system requires sensible computational cost; (3)
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the new statistical approach has been previously applied to homo-atomic clusters and hetero-
atomic linear systems, but has never been used to the investigation of a hetero-atomic ring
molecule. Therefore, furan is a good choice for testing and improving the method; and finally
(4) an extensive amount of research focused on the decomposition of the neutral furan, how-
ever, there are a few studies on the fragmentation of the singly ionized furan and only one on
doubly ionized furan (only experimental). In particular, an essential role of few-particle furan
cation breakups, not studied before, has been highlighted in a recent paper by Dampc et al [2].

The presented objectives will be achieved by a theoretical procedure comprising of three
computational approaches: (1) ab initio Molecular Dynamics simulations describing the evolu-
tion of the system following deposition of the energy; (2) exploration of the Potential Energy
Surface (PES) comprising of optimized reactants, intermediate and products at high level of
theory; (3) statistical calculations employing the Microcanonical Metropolis Monte Carlo (M3C)
method. In other words, considerations of three aspects of the studied process: dynamical, en-
ergetic and entropic are expected to create a full picture of the fragmentation mechanism.

The text of this thesis is organized as follows: next subsection of Chapter 1 introduces the
physical grounds of the fragmentation process. Chapter 2 explores some general information
about the furan molecule and current state of knowledge with regard to the furan fragmenta-
tion. Next, in Chapter 3 the theoretical framework applied in this work is presented. Following
Chapter 4 contains computational details of the performed calculations. Chapter 5 presents ob-
tained results, discussion and comparison with previous theoretical works and experimental
measurements. Finally, Chapter 6 concludes with summary of the results and a forward look
on the further research directions.

1.1 Fragmentation mechanism

The molecular fragmentation process can be induced in various ways, a few of which will be
briefly discussed in this section. In a neutral state, fragmentation of a molecule is possible
through a process of pyrolysis, meaning thermal decomposition into smaller fragments carried
out at elevated temperatures (generally above 400°C) in the absence of oxygen. Depending on
the temperature and residence time, pyrolysis processes are typically classified as slow, mod-
erate or fast. Another way of distinguishing the type of pyrolysis relies on the expected effect.
The goal of applied pyrolysis is synthesis of certain compounds through thermal decomposi-
tion. Typical chemicals taken as a starting point include fossil fuels, biomass, wastes or poly-
mers. Studies in applied pyrolysis investigate relationships between pyrolysis conditions and
product properties, which can be subsequently characterized with such experimental meth-
ods like gas chromatography mass spectrometry, Fourier transform infrared spectrometry and
nuclear magnetic resonance [4]. On the other hand, the purpose of analytical pyrolysis is char-
acterization of the analyte through thermally induced degradation. This technique investigates
chemical compositions and decomposition pathways of different materials. In practice, pyrol-
ysis is used in many industrial applications such as conversion of oils to lighter products in the
manufacture of fuels and chemical recycling of waste [5].
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Further description of possible physical processes will be limited to the regime of low-
energy interactions, because this energy range is of interest to the present work. As it was
mentioned earlier, interaction of ionizing radiation (photons, electron beams, ion beams) with
matter can cause variety of possible processes. Gas phase collision experiments help to elu-
cidate the very first steps of this complicated chain of events by providing well-defined lab-
oratory conditions. On the molecular scale, radiation damage results from deposition of the
energy during the collision that leads to production of excited and/or ionized states and in
the case of sufficient excess energy to fragmentation through different competing pathways.
Schematically, typical collisional processes of different projectiles (A?*, e~, hv) with a molecule
represented as BC can be written as

Excitation occurs when deposited energy is distributed among internal degrees of freedom
and leads to population of higher rovibrational and/or electronic levels (here denoted
with an asterisk *)
ions: AY" + BC — A*1* 4+ BC*
electrons: e (E;) + BC — e™ (E;) + BC* where E; > Ej
photons: hv + BC — BC*

Ionization takes place when absorbed energy exceeds the ionization potential of the molecule.
As a results, a molecule looses electron(s), which can interact further in what is known as
a secondary process
ions: A%t 4+ BC — A*t + BC** + e~
electrons: e~ + BC — 2e~ + BC**
photons: hv + BC — e~ + BC**

Charge transfer implies electron capture by the projectile and consequential acquisition of a
positive charge by the target molecule
ions: AT 4+ BC — A*(@)+ 4 BCrr+

Fragmentation takes place when deposited energy is sufficient to break chemical bonds
into two charged species: BC*** — B*u+ 4 C*(s—w)+
into one charged and one netral species: BC*$t — B*$t 4 C*

If the fragmentation is statistical, its extent depends dramatically on the internal energy of
the parention [6]. This implies that, prior to fragmentation, the internal excitation is completely
randomized among all accessible internal degrees of freedom of the fragmenting ion. A portion
of the excess internal energy is released in the relative translation of produced fragments. This
energy, named kinetic energy release (KER), provides valuable information about the initial
structures of the species involved and the energetics of the reaction. Its values depend on the
details of the potential energy surface. The existence of reverse activation barrier, associated
with the preceding isomerization, gives large KERs. Moreover, in the case of the fragmentation
of multiply charged ions, large KERs result from the Coulomb repulsion between the charged
fragments. KER distribution can be observed experimentally in the form of metastable peaks
commonly present in mass spectra due ions dissociating in a field-free region of a mass spec-
trometer.
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For a certain type of processes, a quantity that specifies the probability of its occurrence is
known as a cross-section. In experimental studies of fragmentation and ionization, their values
can be obtained by peak integration of spectra as a function of the projectile’s velocity [7]. Based
on this approach, theoretical investigation of charge transfer induced by collisions of carbon
ions with uracil [8] showed evidence that processes of charge transfer and fragmentation are
complementary.
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Furan molecule

The aim of this chapter is to present general characteristics of the furan molecule and explore

studies that have already investigated fragmentation of the furan molecule. Then, a clear ref-

erence in the results section will be possible, allowing for a comprehensible comparison and
emphasis on the novelty of results presented in this thesis.

Furan is a five-membered heterocyclic molecule of formula

6 7 H4C40 (see Figure 2.1) with an oxygen atom in the ring. The

H identification of the carbon atoms bonded with the oxygen by

\\ 2 3 / a subscripts and carbons connected only to other carbons by /3

C,—C subscripts simplifies the further analysis by the use of symmetry

p p
/ / \\ properties. The aromatic character of furan results from one of
C C the oxygen atom’s lone pairs of electrons being delocalized into

o o
/ 1 N /4 N the ring. This leads to 4n + 2 aromatic system according to the
O H g y g

Hiickel’s rule. Consequently, furan shows planar geometry and

H
5 8

FIGURE 2.1 The structural formula The geometry of the ground state furan belongs to the C,,

high reactivity in the sense of electrophilic substitution.

of furan with labelling of atoms.  gymmetry point group. Overall, furan molecule contains 36 elec-

trons occupying 18 orbitals. Figure 2.2 shows two of the outer-
most 7 orbitals: HOMO (laz) and HOMO-1 (2b;). The first ionization energy of furan has
been previously determined in the multiphoton ionization experiment as 8.886 eV [9]. The
appearance energies of the doubly ionized furan have been measured in the electron impact

HOMO HOMO -1

FIGURE 2.2 Two outermost orbitals of furan. Calculated at HF/6-311G(d,p) level of theory. Isosurface value is 0.08.
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experiment at 25.7 eV [10] and in the photoionization experiment at 25.8 eV [11]. Theoretical
value of the Vertical Ionization Potential (VIP) can be calculated from the energy difference be-
tween the ionized and neutral molecules at the equilibrium geometry of the neutral state. At
the B3LYP/6-311++G(d,p) level of theory the value of the first VIP is equal to 8.93 eV and the
second VIP is 25.82 eV, showing great comparison with the experimental values.

Abundance of research concerning furan stems from its various applications in pharma-
ceutical industry, organic synthesis and combustion chemistry, among others. Furan and its
derivatives display a potential role in the second-generation biofuel production as their energy
density is comparable to that of gasoline [12]. Understanding its thermal decomposition plays
a role in clean coal combustion due to furan being one of the basic structure units of coal [13].
Moreover, furan and furan analogues are starting points of many reactions. Wide range of
applications in the medicinal chemistry results from furan’s broad availability and easy func-
tionalization [14]. Finally, major amounts of furan have been found in tobacco smoke [15] and
heat treated foods [16], so its cancerogenic and toxic effects have been an objective of numerous
studies.

More recently, a renewed interest in the furan molecule is due to its model structure that re-
sembles the building block of the DNA’s backbone - deoxyribose sugar. Furan can be seen as a
simplified tetrahydrofuran with reduced number of hydrogens. Tetrahydrofuran, on the other
hand, is often taken as an analogue of the deoxyribose. Thus, furan is a second step approxima-
tion to the DNA chain element. Investigations regarding effects of the ionizing radiation on the
biological tissue span over decades of extensive and notable research. Double-strand breaks of
the DNA chain play a major role in the cell death because they are exceptionally difficult to re-
pair [17]. Ionizing radiation causes numerous types of damage to the DNA, but double-strand
breaks are the most biologically effective [18]. Moreover, it has been recently shown that on the
molecular level the source of significant DNA damage is due to secondary particles and not the
primary radiation itself [19]. Those particles include mostly low-energy electrons [20], but also
radicals [21] as well as singly and multiply charged ions [7], [8]. To this day, numerous the-
oretical and experimental investigations are devoted to extending our understanding of how

radiation modifies a biological system.

2.1 Fragmentation of neutral furan

Numerous studies can be found in the literature on the pyrolysis of furan from both the ex-
perimental and the theoretical perspectives. The first investigation on the very low pressure
furan pyrolysis over the temperatures of 1050-1270 K has been published in 1985 by Grela et
al [22]. The only two products that have been measured were CO and H4C3. A year later, Lif-
shitz et al [23] applied a single pulse shock tube technique over the temperatures of 1050-1460
K. As a result, they proposed furan pyrolysis to be a two-channel process of decomposition
to CO/H3CCCH and HCCH/H2CCO. However, they were unable to detect ketene (H,CCO),
probably due to its high reactivity toward water that was absored on the walls of the shock
tube. Then, in 1991, Organ and Mackie [24] extended the understanding of furan pyrolysis by
application of the time-resolved infrared absorption spectrometry together with single pulse
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shock tube method over the temperatures of 1100-1700 K. Similarly to Lifshitz et al, they ob-
tained CO, H4C3, H2Cy as major products, but were able to detect HoCCO as well. Addition-
ally, they proposed a third minor channel of furan decomposition to be HCO/H3Cs. However,
this channel has been determined as unlikely by Fulle et al [25] in the combined experiment of
the time-of-flight (TOF) and the shock tubes techniques. The absence of the third channel was
explained by the high heat of that reaction in comparison with the other two channels. Fulle et
al suggested that the observation of HCO and H3C3 might have resulted from the dissociation
of the primary products or impurity initiation. All four groups suggested the rate determin-
ing step to be the CO scission and production of the intermediate open-chain biradical, which
rapidly fragments to various products.

In 1998, Liu et al [26] published the first quantum chemical study of the unimolecular
decomposition of furan. The calculations were carried out using density functional theory
(B3LYP) for optimization of the geometries and the QCISD(T) method for the energies. They
investigated three decomposition pathways and concluded that CO and H3CCCH should be
the major products of furan pyrolysis with HCCH and H,CCO being distinguishable, but con-
tributing to a minor extend. They proposed that the most favourable mechanism of obtaining
channel CO/H3CCCH relies on the 2,1 H shift, ring opening, two more hydrogen transfers and
Cs(3)-C,(4) bond cleavage resulting in fragmentation. Production of channel HCCH/H>CCO,
on the other hand, implies 1,2 H shift and concerted C,(1)-O and Cz(2)-C3(3) bonds fission.

The first experimental observation of channel HCO/H3C3 taking place directly from fu-
ran has been published by Sorkhabi et al [27]. By the use of photofragment translational
spectroscopy at 196 nm with tunable vacuum ultraviolet probe, they provided evidence of an
anisotropic angular distribution, indicating a swift dissociation process characteristic for rad-
ical channels such as HCO/H3Cs. Moreover, they concluded that this channel likely occurs
on an electronically excited PES, due to higher energies provided in the photodissociation ex-
periment compared to that of pyrolysis. The mechanism of producing channel HCO/Hj3Cs has
been proposed to consist of ring scission, followed by a 2,3 hydrogen transfer and a C(3)-C(4)
bond cleavage. The concerted mechanism of obtaining this channel has been identified as un-
likely on the basis of measured translational energy of produced fragments.

The most extensive theoretical investigation of furan unimolecular decomposition with
high level ab initio quantum chemistry (calculated at CASSCF, CASPT2 and G2-(MP2) levels
of theory) and kinetic modelling methods has been performed by Sendt et al [28]. Unlike Liu
et al [26], this study contains calculation of rate parameters that allow for a comparison with
experimental studies. The crucial conclusion has been made that instead of C-O or C-H bond
cleavages being the first steps, the 1,2-H transfers leading to cyclic carbenes initiate produc-
tion of the observed species. Their calculations indicate two parallel channels: CO/H3;CCCH
and HCCH/H>CCO, former being the dominant one. Direct ring cleavage, on both singlet
and triplet PES, has been found to be much too energetic to contribute appreciably to the fu-
ran thermal decomposition. Similarly, the high activation energy required to produce channel
HCO/Hs3C3 ruled out this mechanism as a way of obtaining H3Cs. Instead, H3C3 radicals have
been suggested to arise from secondary decomposition of HsCs.

The first experimental study showing that H3Cj3 radicals are produced also in the thermal
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decomposition has been published in 2009 by Vasillou et al [29]. There, it has been shown with
the use of the high-temperature supersonic nozzle technique combined with IR spectroscopy
that these radical species are produced from furan at a higher temperature of 1550 £100K. The
work of Vasillou et al [29] has been complemented by ab initio electronic structure calculations
that further confirm that all of the furan fragmentation processes occur after rearrangement to
either the a-carbene or -carbene.

Combustion of furan in premixed furan/oxygen/argon flames has been studied by Tian et
al [30] with tunable synchrotron VUV photoionization and molecular-beam mass spectrometry.
Consumption of furan under different flames conditions has been investigated. Therein, it has
been concluded that in the temperature range characteristic to pyrolysis the model of furan
combustion fits best with the predictions of Sendt et al [28]. Moreover, they concluded that
the hydrogen abstraction and decomposition of resulting furyl radicals may play a crucial role
under high temperatures.

In 2013, Urness et al [31] performed the pyrolysis experiment of furan over the tempera-
tures of 1200-1600 K in a microreactor. To confirm the most probable pathway of unimolecular
decomposition, they measured branching ratios of intermediate species as a function of temper-
ature with the tunable synchrotron radiation photoionization mass spectrometry. Specifically,
they measured branching ratios of 3-carbene to a-carbene and propargyl radical to propyne
([HoCCH]/[H3CCCH]). It has been shown that 80% to 90% decomposition of furan proceeds
through production of 3-carbene. Moreover, no evidence of propargyl radicals has been found
in the temperature range of 1200-1500 K. For higher temperatures, at most 10% of formyl allene
(HoCCCHCHO) fragments to channel HoCCH/CO/H, as most of this intermediate fragments
to CO/H3CCCH. These results confirmed the skeleton fragmentation to channel HCO/H3C3
as an unlikely process.

The most recent study of furan pyrolysis over the temperature range of 1100 to 1600 K has
been performed by Cheng et al in 2017 [32]. Their results are consistent with the conclusions of
previous pyrolysis studies that furan mainly decomposes to CO and H3CCCH. Moreover, on
the basis of the mole fraction profiles and measured formation temperatures of H3Cs, authors
concluded that the mechanism of producing propargyl radicals occurs through secondary frag-
mentation of propyne. Authors highlighted the importance of understanding the production
mechanism of propargyl radicals due to their significant role as precursors of large aromatics
formation in the pyrolysis of furan.

Summary of the experimentally observed fragmentation channels is presented in Table 2.1.

TABLE 2.1 Neutral furan fragmentation channels.

—  CO+ H4C3 [22]-[25], [27], [29]-[32]
Furan — HyCo+HyC,O  [23]-[25], [27], [29]-[32]

—  HCO + H3C3 [24], [27], [29]

— H+CO+H3Cs [31],[32]
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2.2 Fragmentation of charged furan

Previous studies of ionization and subsequent fragmentation of furan molecules have been
studied using various experimental techniques, such as charge-exchange mass spectrometry
[33], [34], electron impact [2], [35]-[37], photoelectron-photoion coincidence (PEPICO) spec-
troscopy [11], [38], [39] and multiphoton mass spectrometry [40], [41].

The first study determining the charge-exchange mass spectra in collisions of furan molecules
with wide range of reagent ions has been published in 1971 by Derrick et al [33]. They con-
cluded that for primary ions of 11-12 eV of recombination energy three main channels were
H4C§r/ CO, H,C5,01 /H,Cs and H3C§r/ HCO. At higher energies, channels H;C,O%/H and
HCO™" /H3C3 have been observed as well. Later, in 1980, Tedder et al [34] employed the same
experimental technique, and extended the understanding of ionized furan fragmentation by
reporting Appearance Energies (AEs) of the three most abundant ions.

The earliest work on decomposition of furan upon electron impact has been performed by
Williams et al in 1968 [35]. The mass spectrum of furan has been measured at beam energy
of 18 eV and reported three charged fragments: H3C§f, H4C§f and H,C,O™". Moreover, mass
spectrum of deuterium labeled furan led to the conclusion that either hydrogen randomization
does not take place in furan prior to fragmentation, or occurs slowly compared to the rate of
fragmentation. Then, in 1979, Holmes and Terlouw [36] reported the 70 eV electron beam Col-
lisional Activation spectrum of furan ions, which consisted of three main peaks corresponding
to H,C, H3C§r and Hng;)|r with Relative Abundances (RA) of 20%, 100% and 29%, respectively.
On the basis of the obtained kinetic energy distribution, wide range of kinetic energies released
upon CO loss from furan cation was the evidence of substantial energy required to reach the
transition state prior to fragmentation. Moreover, the shape of the kinetic energy distribution
implied that production of more than one isomer of H,Cj is possible. Three years later, Burg-
ers et al [37] reported collisional activation mass spectra for various H4C,O" ions and wider
range of mass over charge ratios. For furan cation fragmentation, additional observation has
been made of HCO™ and H4C30™ fragments, among others. More recently in 2015, ionization
and fragmentation of furan has been studied by Dampc et al [2]. Cation mass spectrum at elec-
tron energy of 100 eV and absolute total and partial ionization cross sections at energy range
of 5-150 eV were measured. With comparable intensity two ionic species dominate the mass
spectrum: H3C7 (Relative Abundance (RA) = 100%) and H,C4O"(RA = 94%). Intensities of
remaining ions did not exceed 15%, highest of which were fragments H,CJ (RA = 15%) and
HCO™ (RA = 12%). Authors highlighted the need for ab initio calculations that could provide
more insight into such high abundance of H3C3. Moreover, Appearance Energies of various
charged fragments have been determined. Those values will be later compared with energy
barriers calculated in this work. Due to high AEs of some ionic fragments the possibility of
multiple-step fragmentation has been pointed out. Moreover, the formation mechanism of the
most abundant fragmentation products has been proposed as simultaneous cleavage of two
bonds, the C,(1)-O and the Cg(3)-C,(4) or C(2)-Cg(3). This statement can be verified by the
calculations performed in this work.

In 1980, Willet and Bear were the first to apply threshold PEPICO technique to study the
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dissociation of state-selected furan ions [38]. AEs of four fragments: H4C3+, H,C,OT, chg_
and HCO™ have been reported. Furan ion has been found to be metastable. Identical rates
for production of ions H4C4 and HoC2,O™ indicated that channels producing these fragments
have been found to be in competition in the energy range of 11.5-13 eV. Moreover, on the basis
of rate and kinetic energy release data authors argued that in the near threshold region H,C}
ion was the most likely produced in the allene from (HyCCCHS ). Also, it has been suggested
that fragmentation to HoC2O™" and Hng{ proceeds through one transition state, without addi-
tional isomerization. A need for further studies explaining increasing rate of H3C4 have been
expressed in this study. Further investigations of photoabsorption, photoelectron and pho-
toion spectroscopy have been performed in 1998 by Rennie et al [11] and extended in 2001 by
threshold-PEPICO measurements [39]. In [11] TOF mass spectrum has been reported at the
photon energy of 27.2 eV. Moreover, normalised intensities of sixteen fragment ions as a func-
tion of the photon energy have been measured in the photon energy range 12-26 eV and their
AEs have been presented. In addition, ab initio calculations have been performed for fragmen-
tation pathways to channels HoCCCj /CO and H3CCCH™ /CO, concluding that production
of HyCJ ion in the allene form is more favourable. For higher photon energies, production
mechanism of the HoC4O™" ion has been explained as sequential loss of two hydrogen atoms.
Moreover, metastable route of H3C; — H3C; — HC; has been suggested. More insight into
furan cation fragmentation has been provided by the threshold PEPICO measurement [39].
On the basis of fitting of the RRKM/QET calculations with the experimental data, authors
deduced barrier heights for channels H4C3+ /CO, HyC,O* /H,Cs and H3C§)r /HCO as 2.75 eV,
2.88 eV and 3.05 eV, respectively. Moreover, measurements of the breakdown curves have been
extended to the photon energy of 12-30 eV. In the energy range of 14-20 eV H3CJ has been
found to be the most prominent fragment. Their RRKM/QET calculations did not account for
sequential process, but authors suggested that this ion could have been produced from H,C3,
provided it carried sufficient energy for further fragmentation. Ion HoC3 has been suggested
to most likely result from channel HoC3 /H2CO. Authors emphasize possible high values of
the kinetic shift in higher energy channels due to the slow onset at threshold.

In a very recent study of unimolecular dissociative photoionization mechanism of furfural
(furan-2-carbaldehyde) [42] it has been suggested that the furan breakdown diagram is con-
tained within the one obtained for furfural. Authors calculated potential energy surface of
fragmentation of furan cation to three channels: H4C§r /CO, H,C,01T /HyCy and HCOT /HsCs
at the CBS-QB3 level of theory. However, the presence of H3C§r ions has been attributed to
direct fragmentation of furfural.

Fragmentation of furan cation has been also studied with the infrared multiphoton dissocia-
tion technique by Wu et al [40], where intensities of fragments H4C§f and H,C5O™ as a function
of laser power have been reported. Authors concluded that although it has been previously
suggested that these fragments proceed through a common transition state, their results in-
dicate that this is not the case and stepwise photoexcitation leads to prompt fragmentation
producing mostly HyC4. Moreover, in the study of resonance enhanced multiphoton ioniza-
tion combined with TOF mass spectrometry by Ridley et al [41] the mass spectra of furan at
different laser wavelengths (308-363 nm) have been reported. Therein, it has been concluded
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that the extent of fragmentation has been determined by the laser wavelength reaching or ex-
ceeding the ionization potential of the orbitals attributed to the C-C, C-O, and C-H bonds and
that there should be resonant intermediate states for efficient ionization.

The only investigation available in the literature of furan fragmentation following double
ionization has been performed by Pesi¢ et al [3]. This study employed the momentum-resolved
coincidence ion spectroscopy and reported the kinetic energy distribution and momentum cor-
relation between coincident ions. The abundance of detected small fragments results from
K-shell ionization induced by 548 eV photons. Inner-shell excitations lead to high probability
of four- or five-body reactions. Interestingly, authors were able to assign observed fragmenta-
tion channels as concerted, secondary decay, or deferred based on the measured momentum
correlations and the constructed model. However, comparison between the present study and
the results of Pesic¢ et al [3] is inadequate as this work investigates fragmentation channels after
valence-shell ionization, which results in larger-mass fragments.

In summary, the abundance of research has already focused on the fragmentation of charged
furan, but there still remains a few unclear issues: (1) the high intensity of fragment H3C3 has
not been supported by theory, (2) only two-body fragmentation has been previously theoreti-
cally investigated, but already at 13 eV sequential fragmentation can play a role in decomposi-
tion of furan cation, (3) no ab initio investigation on the fragmentation of doubly ionized furan
has been performed. The comparison only with the results by Rennie et al [11], [39] and Dampc
et al [2] will be made in the later chapter due to their recent and detailed quality.
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Chapter 3

Theoretical methods

Quantum chemistry methods enable investigation of molecular systems by approximating the
solution to the fundamental equation of quantum mechanics, the Schrodinger equation. Its
exact analytic solution is only possible for small subset of physical systems. In practice, ap-
proximations must be applied, which naturally decrease the accuracy of the obtained result.
The computational complexity of a selected method often substantially limits the range of pos-
sible applications. However, with advances made in development of theoretical methods and
increase in availability of supercomputing resources, more and more complex systems are fea-
sible to study with great accuracy.

The goal of this chapter is to formulate essential framework of three theoretical methodolo-
gies applied in this work. On the basis of following sections, their complementary character is
emphasized as well as their role in describing the process of interest - fragmentation. Firstly,
the fundamental approximation of the electronic structure theory: the Born-Oppenheimer ap-
proximation is presented. Next section introduces density functional theory as a powerful tool
to solve the time-independent Schrddinger equation. Then, as a way elucidating the dynamical
evolution of the system, a family of ab initio Molecular Dynamics methods is presented. Final
section describes a recently developed, statistical technique based on the Metropolis Monte
Carlo algorithm of the microcanonical ensemble.

Theoretical considerations presented in this chapter employ atomic units, i.e. by definition
me = h = eq = 4meg = 1. Such approach is very convenient, especially due to a simple form of

the resulting molecular Hamiltonian.

3.1 Born-Oppenheimer approximation

The starting point of solving stationary, quantum chemical molecular problems is a time-independent

Schrodinger equation given by
I;[\Ilk(lraR) = EltcOt\I]k(raR)v (31)

where Hamiltonian H operates on the wave function ¥, of the kth eigenstate and produces the
total energy eigenvalue E}°.

A non-relativistic Hamiltonian written in atomic units for a system of IV, nuclei (character-
ized by their position vector R, mass M and atomic number Z) and N, electrons (characterized

by their position vector r) consists of kinetic energy and electrostatic interactions and is given
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by

LR Sn ZaZp Jeo ]
H Zi VAJrZ V AZ:lzZl|RA_T| Z |RA—RB| ;j|’r‘i—’r‘j|’ (3'2)

where nuclei are numbered by the A subscript and electrons by the i subscript. Eq. 3.2 can be
rewritten in a more compact way as

~ A

H = Tn(R) + Te(T) + ‘A/en(Ta R) + Vnn(R) + ‘/ee(r)a (33)

where T}, is the operator of nuclear kinetic energy, 7, is the operator of electronic kinetic en-
ergy, Ven is the operator of electron-nucleus interaction, Vm is the operator of nucleus-nucleus
interaction and V. is the operator of electron-electron interaction.

When examining the non-relativistic Hamiltonian, it can be seen that the explicit separation
of nuclear and electronic coordinates is prevented by the electron-nucleus interaction V,,, (r, R)
that depends on both nuclear and electronic coordinates. In 1927, Born and Oppenheimer
introduced a fundamental ansatz for the decomposition of the total wave function [43]. They
postulated that decoupling of fast electronic and slow nuclear motions is approximately correct
and the total wave function can be separated into electronic and nuclear parts as

U(r,R) =~ &(r; R)X(R), (3.4)

where ® denotes the electronic wave function and X is the nuclear wave function. As a con-
sequence, solving the molecular Schrodinger equation becomes a two step problem. First, the
electronic Schrodinger equation

He®y(r; R) = E(R)®x(r; R) (3.5)

must be solved. Here, H, denotes the electronic Hamiltonian given by

~ ~ A

He = Te + ‘7en + Vnn + ‘A/ee- (36)

As the electronic wave function ®(r; R) only parametrically depends on {R}, it can be
calculated at fixed positions of nuclei. Computing Ej(R) for a range of nuclear coordinates
leads to the potential energy surface (PES) of the kth electronic state.

In the next step, the nuclear Schrédinger equation

112X (R) = EPX4(R), (3.7)
where the nuclear Hamiltonian H,,
H, =T, + E,(R) (3.8)

must be solved for a selected kth electronic state. Such approach indicates that the nuclei move
in the field produced by the electrons and nuclei themselves.
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In order to show the adequacy of the Born-Oppenheimer approximation, this work follows
the derivation shown in [44]. When introducing the postulated product of electronic and nu-
clear wave functions to the time-independent Schrodinger equation one obtains

ﬁ‘I)X = [Tn + Te + ‘Zzn + Vnn + ‘Zse} oX = (39)

- Z—QMAVA [®X] + [}+Ven+vm+v€4 DX, (3.10)

The laplacian V? acting on product ®X gives
VA[®X] = XVA4® + 2(VADV 4X) + DVAX. (3.11)

Hence, eq. 3.10 can be written as

N,
R n 1
H®X = STV [(XVA® +2(VaRVAX) + VEX] +
A=1 A (3.12)
[T+ Ven + Vi + Ve @

If one denotes the sum of terms with derivatives of the electronic wave function (V 4®) as B
B= Z 5 MA [XVA® + 2(V 4DV 4X)] (3.13)

and takes ® out of the remaining sum term, then eq. 3.12 becomes

Nn
ﬁ@x:BJrcbZ—QM vAx+[Te+%n+Vnn+me]q>x. (3.14)
— A
TnX

Introducing Ty X into eq. 3.14 results in

HOX = B+ ®TwX + [T 4 Vi + Vi + ] B X. (3.15)

EP

Next, substituting the highlighted term in eq. 3.15 with the right hand side of the electronic
Schrodinger equation gives

H®X = B + ®TyX + EDX = (3.16)
:B+<I>[TN+E}X. (3.17)
~—————
EtotX
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Lastly, introducing the right hand side of the nuclear Schrodinger equation leads to the final
formula
H®X = B + E''®X. (3.18)

From eq. 3.18 it is clear that the representation of the total wave function as a product of
electronic and nuclear functions is not exact, as this approach omits the terms included in the
sum B. These neglected terms, named non-adiabatic coupling terms, contain derivatives of
the electronic wave function with respect to the nuclear positions. Those values are considered
relatively small for molecules close to the equilibrium, because they couple different electronic
states according to the nuclear motion. If an average value of the non-adiabatic coupling for a
selected kth electronic state

N

~ 1
> gz (@KIVAIDR) + 28|V 4|04 V4] (3.19)
A=1

is added to the nuclear Hamiltonian, then the adiabatic approach is considered.

From a physical perspective, Born-Oppenheimer and adiabatic approximations result from
nuclei being several thousand times heavier than the electrons (mass of a proton is ~ 1836.15
times larger than mass of an electron [44]). The Born-Oppenheimer approximation implies that
the electrons adjust instantaneously to the changes in the nuclear positions. On the other hand,
the adiabatic correction depends on the masses of the nuclei and hence, gives different values
for different isotopes. This results in a shift of the energies (small when compared to significant
isotopic effects on vibrational and rotational energy levels).

Finally, there exist situations when Born-Oppenheimer and adiabatic approximations do
not hold. Those include regions of the PES when different electronic states approach each other
and produce avoided crossings. It has been shown [43] that the Born-Oppenheimer approxi-
mation works until the separation between electronic states is at least two orders greater than
the difference between rovibrational energy levels. Nevertheless, present work does consider
non-adiabatic phenomena.

3.2 Density Functional Theory

In quantum mechanics, finding a physical observable O of a system in the kth eigenstate cor-
responds to calculating its expectation value O, = (®,|O|®}), where the kth wave function
is known. The drawback of such approach is that the number of parameters required to ac-
curately approximate the wave function increases exponentially with number of electrons in
the studied system. Additionally, the amount of information that the wave function of such
system contains often exceeds the complexity of investigated properties (such as single values
of energy and dipole moments or functions of a few variables such as one-particle probabil-
ity density). In this context, Density Functional Theory (DFT) reduces the intricate problem of
solving the many body Schrodinger equation by replacing the wave function formalism with
the ground state density. The basic framework of DFT significant to the present work is pre-

sented in following sections.
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3.2.1 Hohenberg-Kohn theorems

In 1964, Hohenberg and Kohn published the first theoretical considerations giving rise to the
nowadays very extensive field of DFT [45]. Therein, authors considered a system of IV inter-
acting electrons moving under the influence of an external potential v(7) and mutual Coulomb
repulsion. In agreement with the Born-Oppenheimer approximation described earlier, posi-
tions of nuclei are fixed. Such system is described by the electronic Schrodinger equation (eq.
3.6). For the purpose of clear presentation of the method in this section, one rewrites the elec-
tronic Hamiltonian H, as a sum of kinetic energy operator 7', potential operator V and electron-
electron Coulomb interaction operator W, as follows

H=T+V+W=

M) =
vl
ﬁt
Mz

v(r;) + Z (3.20)
|7 — T]|

=1 =1 1<j

where the Coulomb interaction of nuclei is included in the external potential v(7;). The one-
particle probability density of such system in an electronic ground state is given by

=N Y /dwg.../dch]q)O(r,al,ccg,...,:I:N)|2, (3.21)
01...0N

where variable x; denotes space coordinates and spin state of the ith electron (z; = (r;, 0;)). It
can be clearly seen that the ground state density ng(r) is a functional of the potential v(r) be-
cause it is obtained from the wave function governed by the Schrédinger equation. Hohenberg
and Kohn showed for the first time that the opposite is also true. The first Hohenberg-Kohn

theorem for a nondegenerate system reads:

HK theorem 1 The external potential vy(r) of the many-body ground state system (and hence the total

ground state energy Ey) is a unique functional of the ground state density no(r).

The proof relies on showing that the opposite assumption leads to a contradictory result, i.e.
it is impossible that two different potentials produce the same wave function and by analogy
two different ground state wave functions cannot give the same density. As a conclusion, given
the ground state density, reconstruction of the molecular Hamiltonian is straightforward and
hence all properties of the system can be derived.

Moreover, in [45] Hohenberg and Kohn also presented a way of minimizing the total energy
functional

Buyln] = (@[n]|7 + Vo + W) (3.22)

when considering the ground state potential operator Vo following the Rayleigh-Ritz principle.
The second Hohenberg-Kohn theorem reads:

HK theorem 2 The ground state energy E,,, [n] can be found with the use of ground state density no(r)

according to the variational principle:

Ey,[n] > Ey for n(r) # no(r)

(3.23)
E,[n] = Ey for n(r) = no(r)
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In other words, the density that minimizes the total energy is the exact ground state density.
Since the total number of electrons in the system is fixed and can be calculated from

N = / n(r)d3r, (3.24)

such constrained minimization of the energy is possible using the Lagrange multipliers (\)
method. Given the Lagrangian

L[n] = Ey,[n] — A [ / n(r)d3r — N] : (3.25)

according to the principle of stationary action, solving the resulting Euler equation

dL[n] By n]

sn(r)  on(r) A=0 (3:26)

should give the exact ground state density ny(r) without solving the Schrédinger equation.
Rewriting equation 3.22 as

Euoln) = (@[] + 1[@l) + [ a*rn(ryen(r) = (3.27)

= F[n] + /d3rn(r)vg(r) (3.28)
introduces the universal functional F'[n] for the system of N electrons that is irrespective of the

external potential. This leads to a new form of eq. 3.26, as follows

dF[n]
on(r)

+ vp(r) = A (3.29)

The biggest advantage of DFT arises from reduction of the dimensionality of the electronic
many-body problem. As the wave function formalism refers to 3N variables, electronic density
is a function of only three spatial variables. Still, a difficulty remains in finding the appropriate
expression for the unknown functional F'[n]. The following section presents a practical method
of finding the ground state density.

3.2.2 Kohn-Sham equations

A practical scheme for carrying out DFT calculations analogous to the Hartree-Fock procedure,
but containing the effects of exchange and correlation was published in 1965 by Kohn and
Sham [46]. It is known that for the systems of N non-interacting particles, the ground state

wave function @, takes the form of a single Slater determinant

p1(r1)  d2(r1) ... on(r1)

by, o) = —— | 1T d"“(:”) o onln)) (3.30)

p1(rn) d2(rn) ... on(TN)


http://mostwiedzy.pl

A\ MOST

3.2. Density Functional Theory 19

where each one-particle orbital ¢;(r) satisfies the Schrodinger equation

v2
(—2 + US(T)) di(r) = €ii(r). (3.31)

The Hamiltonian in eq. 3.31 consists of the kinetic energy term and the effective potential
of a non-interacting system v,(r). Acting on the ith orbital ¢; it produces the orbital energy «;.
At the same time, the Euler equation of the non-interacting system is given by

dTs[n]
on(r)

+vs(r) = A, (3.32)

where T is the kinetic energy functional in the absence of electron-electron interactions. Kohn
and Sham applied the effective one-particle orbital technique, which transformed DFT into a
problem feasible to solve. Their approach started with rewriting eq. 3.28 as

1 /
En] = Tuln] + / Prn(r)o(r) + / P / dwm b Eyelnl, (3.33)
where F,. is an exchange-correlation (zc) energy functional given by
/
Eye[n] = T[n] — Tu[n] + Wn] — % / d3r / d%’%. (3.34)

All terms of eq. 3.33 can be derived explicitly besides the xc energy functional. The corre-
sponding Euler equation with the new form of the total energy functional now becomes

0Ts[n] 5, n(r) 0Ez.
5 () +v(r) —|—/d5r e + Sa(r) ~ A (3.35)

Comparing eq. 3.32 and 3.35 leads to conclusion that the mathematical problems are iden-
tical if

/
vs[n](r) = v(r) + /d37=/|:(_r72/’ + Ugeln](r), (3.36)
where v, denotes the zc potential
5Ezc
Vge(r) = Sn(r) (3.37)

Plugging the new effective potential v4[n] to the Schrodinger equation for the system of
non-interacting particles (eq. 3.31) enables finding the ground state density of the interacting

system, as follows

2
(-5 +enbln) ) = st (3.39)

Then, the ground state density ny becomes a sum over N non-interacting lowest occupied
orbitals

N
no(r) =Y |éi(r)]*. (3.39)
=1
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Equations 3.36 - 3.39 are labeled as Kohn-Sham (KS) equations. Similarly to the Hartree-
Fock theory, KS equations are solved iteratively until self-consistency is obtained. This tech-
nique presents a big advantage over wave function based electron correlation methods, be-
cause the KS approach to DFT calculations results in lower computational cost (compared to
that of the HF calculations). However, solving the many-body problem is still hindered by the
missing expression for the zc energy functional.

3.2.3 Approximate functionals

Basing on the former description, DFT can be seen as a formally exact theory if the exact
exchange-correlation functional is known. Unfortunately, this is true only for the case of a
uniform electron gas, so for the molecular systems approximations must be applied. Although
as seen in [47], the zc energy contributes to a minor extend to the total energy, it is relevant
when establishing the binding energy of matter. After 50 years of research performed on DFT,
abundance of approximate energy functionals can be found in the literature.

Local Density Approximation

The first approximation, named Local Density Approximation (LDA), was introduced by
Kohn and Sham already in 1965 [48]. It relies on the assumption that the xc energy density (zc
energy per unit of volume) of an infinitesimal volume element can be approximated by the zc
energy density of a system with uniform density 7. At a position r the value of density n is
evaluated as the value of the local density n(r). Then, for the inhomogeneous system, the zc
B4

energy takes the form of an integral over zc energy density in a homogeneous electron

gas el that is determined at the local density, as follows

ELDA) = / d*r el (n)| . (3.40)
Corresponding exchange correlation potential is given by
LDA de}. (1)
Ve (1) = — = (3.41)
dn a=n(r)

The xc energy density e.(n) consists of two terms: one corresponding to the exchange
(% (n)) and one to correlation (¢ (n)). The exchange part can be determined analytically from
theory of the homogeneous electron gas, however, there is no exactly known expression for the
correlation part. The approximated values come from accurate numerical calculations, such as
quantum Monte Carlo simulations [49]. On the basis of such results, high-precision represen-
tations of the electron gas correlation energy have been developed [50], [51].

Evidently, LDA succeeds for nonuniform systems with slowly varying density. Hence, for
the LDA to hold, the local density variations should satisfy the condition

[Vn(r)]
n(r)

< kp(n), (3.42)
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where kr(n) indicates Fermi wave vector. In practice, there are many energetic and structural
properties that the LDA approximation is able to reproduce within few percent of the experi-
mental values. Those include total ground state energies (1-5%), equilibrium distances (~3%)

and vibrational frequencies (few percent) [47]. The main drawback of the LDA approach re-

LDA

sults from incorrect asymptotic behaviour (v

approaches zero too fast). As a result, KS
eigenvalues calculated with the LDA approach are too low in magnitude and the highest occu-
pied molecular orbital energies differ significantly from the ionization energies. However, the
LDA approximation works well for computing the total energies because underestimation of

the correlation is compensated by the overestimation of the exchange effects.
Gradient Expansion Approximation

Improvement of the LDA approximation is possible through consideration of dependence
of the energy density on the gradient of the local density. If condition 3.42 holds, reduced
density gradients can be introduced to the energy density as small expansion series. Reduced
density gradient takes the form of [47]

Vn(r)

s(r) = I hr ()’ (3.43)

A general formula for the xzc energy functional according to Gradient Expansion Approxi-
mation (GEA) is given by

EGFAp] = /d3r (ezc (n(r)) + C2,(n)s* + .. ) , (3.44)

where C2,(n) is the second order term of the gradient expansion series. In the last years much
effort has been invested in deriving mathematical expressions for higher order terms that repro-
duce as many of the exact properties as possible. The most widely used Generalized Gradient
Approximation (GGA) functionals are the exchange functional of Becke E%%® [52], the corre-
lation energy functional introduced by Lee, Yang and Parr EXY'F [53] and PBE functional of
Perdew EFEB [54]. Generally, total ground state energies and spectroscopic constants show
improvement when calculated with the GGA functionals.

Hybrid functionals

With the advancements in construction of the GGAs, another idea allowed for surpassing
the accuracy of the Gradient Expansion Approximation. The next level of refinement is possible

via introduction of portion of exact exchange energy from the Hartree—Fock theory:

N * (! (i (r)o* (r
Eggact(,r,) :_Z/dST/d3T/¢z(T )¢]( )¢z( )¢]( ) (3.45)

— |r — 7|
1<)
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and mixing it with fractions of standard LDA and GGA functionals. Hybrid functionals are
generally constructed according to the following formula

EMri = a B+ (1 - a) ESSY + EGEA (3.46)
Nowadays, the most widely used hybrid functional named B3LYP consists of
EB3LYP — (1 — o) EEPA 4 aE§Fact 4 pEES 4 cELYT + (1 — ¢)EEPA, (3.47)

where a=0.20, b=0.72 and ¢=0.81. Other hybrid functionals include PBEO [55] and B98 [56].

Performance of the B3LYP functional has been extensively studied and according to [47] it
has been applied to around 80% of all studies using DFT. Some benchmark data can be found
in [57]-[59]. In [59] it has been shown that the BBLYP functional is an accurate choice for the
investigations of oxygen containing organic systems, such as furan, the object of the present
work. Particularly, those studies commented on calculating heats of formation and isomeriza-
tion energies. In combination with basis sets that include dispersion corrections, the B3LYP
functional gives mean absolute error values of around 1.9 kcal/mol (0.08 eV) for determination
of the isomerization energies.

With the abundance of available options in the literature, the selection of the correct density
functional may seem like a challenge. However, large sets of benchmark calculations provide
systematic insight into errors in calculation of several physical properties. Provided their care-
ful examination, making the right choice for the system in question in numerous instances can
be easily resolved.

3.3 Molecular Potential Energy Surface

Previous sections introduced the concept of a Potential Energy Surface and the method of calcu-
lating values of the energy. The potential energy of a non-linear molecular system comprising
of N atoms is a multidimensional function of 3/V-6 internal coordinates. Consequently, visual-
ization of the entire PES is impossible except for systems with one or two internal coordinates.
However, in a polyatomic system, it is possible to select certain parts of the PES, such as re-
lationship between the energy and distance between two atoms (1D Potential Energy Curve,
Figure 3.1 a)) or energy dependence of simultaneous changes of two internal coordinates (2D
Potential Energy Surface, Figure 3.1 b)).

Points on the PES that are especially interesting for understanding the behaviour of molec-
ular systems are stationary points, i.e. minima and saddle points. In a minimum energy con-
figuration the system remains in a stable state, as any change in the geometry results in higher
energy. One PES may posses numerous minima with the lowest minimum named global min-
imum. The relative populations of various equilibrium structures, i.e. thermodynamical prop-
erties, can be determined on the basis of the shape of the PES. For example, a broad minimum
(point A in the Figure 3.1 a)) is expected to be more highly populated than a deeper, but more
narrow minimum (point C in the Figure 3.1 a)) due to vibrational energy levels being more

spread out and consequently less accessible [60]. Transition from one minimum to another
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Energy

Reaction coordinate

FIGURE 3.1 Panel a): schematic energy curve. Panel b): surface of a function f(x,y) = 2* + 42?y® — 22% + 2y with
one saddle point at (0,0) and two minima at (1,0) and (0,1). Adapted from [60].

occurs through a saddle point (point B in the Figure 3.1 a)), corresponding to a transition struc-
ture, which is the highest point on a reaction pathway (a path between two minima). Two
adjacent minima can be taken as reactants and products of a specific reaction. Those structures
may correspond to many configurations involved in different processes, such as two conform-
ers of a single molecule or two molecules involved in a bimolecular reaction. Then, a transition
structure provides information about the changes in geometry and variations in energy during
a reaction. Kinetic studies of transition structures provide information about conversion rates
from reactants to products. Moreover, during the fragmentation reactions, reverse activation
barriers (E(B) - E(C) in Figure 3.1 a)) indicate the energy that is converted to relative kinetic
energy of produced fragments.

As the first derivatives of the energy function at a stationary point are zero, it is necessary
to calculate the second derivatives in order to distinguish between a minimum and a saddle
point. Then, a structure with all positive second derivatives is a minimum and a configura-
tion with only one negative eigenvalue in the matrix of second derivatives is a saddle point.
Energy minimisation problems of quantum mechanics predominantly use numerical methods
that approximate the true minima and saddle points. The default optimization method of the
Gaussian software package [61] employed in this work is the Berny algorithm using GEDIIS
[62]. The GEDIIS abbreviation stands for Geometry Optimization Using Energy-Represented
Direct Inversion in the Iterative Subspace. This algorithm relies on a least-squares minimization
scheme and due to enforced interpolation results in enhanced stability and generally smooth
convergence behaviour [62].

After determination of a transition structure, it is necessary to make sure that the studied
configuration indeed follows a particular reaction pathway. A way to do so relies on the steep-
est descent minimisation algorithm that produces the Intrinsic Reaction Coordinate (IRC) - the
approximation to the minimum energy path that connects a transition structure with the equi-
librium geometry. The first steps of reaching each minimum are derived from the eigenvector

associated with the imaginary frequency of the transition structure.
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3.4 Ab initio Molecular Dynamics

Next approach to studying the fragmentation process is a dynamical treatment using ab initio
Molecular Dynamics (MD). This methodology unifies first-principle electronic structure the-
ory with the framework of classical dynamics. Contrary to the fully classical MD, where the
interatomic potentials are parametrized, predefined functions of the coordinates, ab initio MD
methods rely on computing the forces acting on the nuclei "on the fly" from the electronic struc-
ture calculations. By that means, the electronic variables are active degrees of freedom as the
MD trajectory evolves. Such methodology proves essential in systems where electronic rear-
rangement causes changes in the nature of bonding and induces chemical reactions, as in the
processes under study in this work.

Similarly to the classical MD, ab initio MD employs generalized Lagrangian formulation
with a Lagrangian £ defined as the total kinetic energy minus potential energy of the system.
Given the Lagrangian of the studied system, corresponding equations of motion are obtained

from Euler-Lagrange equations:

d 0L oL
—— = 3.48
d 6L 0L (3.49)

d5ig - Sl
for the nuclear coordinates R; (3.48) and the orbitals ¢; (3.49). Here, and in the following dis-
cussion, the dot over a variable symbol indicates time derivative. Typically, resulting equations
of motion are integrated numerically using gradient-based methods such as velocity Verlet [63]
or fourth order Runge-Kutta [64] algorithms. In essence, the type of methods described below
relies on solving the time-independent, stationary Schrodinger equation for electrons together
with solving the motion of nuclei according to classical mechanics. Methods described in this
section only refer to the ground state dynamics and employ DFT as a method of calculating

electronic structure.

3.4.1 Born-Oppenheimer Molecular Dynamics

The Born-Oppenheimer approximation of decoupling nuclear and electronic degrees of free-
dom is also applied to the time dependent problem. According to the Born-Oppenheimer
Molecular Dynamics (BOMD), the electronic structure calculations are converged at every time
step under the constraint that orbitals are orthonormal, i.e. (¢;|¢;) = 0;;. Consequently, the

Lagrangian is equal to

1 -2 .
Leo=) MR~ %??{(‘I’O\Hfs!%)} + ) Ay ((¢ilds) — i) (3.50)
I ! i,j

—_——

kinetic energy

~
ial - :
potential energy constraint for orthonormality

where A;; builds a matrix of Lagrangian multipliers required for the constrained solution. In-

troducing this Lagrangian to the Euler-Lagrange equations results in the following equations
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of motion
MR (t) = —Vﬂ&i?{<‘1’0|ﬁfs|‘l’o>}a (3.51)
0=—H5¢;+ ) Nijéj, (3.52)
J

for the system in the electronic ground state. Nevertheless, the BOMD scheme is easily ap-
plicable to a particular electronic excited state ®;,k > 0. Previously mentioned gradient-
based methods are employed to propagate the nuclear degrees of freedom by calculating gra-
dients of the energy, i.e. forces acting on the nuclei. For each nuclear configuration electronic
Schrodinger equation is solved. Above equations already imply the Kohn-Sham density func-
tional theory described before by the application of the KS one-particle Hamiltonian HX (eq.
3.38).

Such approach to molecular dynamics presents one very significant advantage. Due to the
adiabatic separation and minimization of the potential energy at every time step, there exists
no constraint on the maximum values of the integration time step coming from the electronic
motion. An adequate time step is determined by the nuclear degrees of freedom only. On the
other hand, due to the need of converging the wave function at every instance of time, BOMD
calculations are computationally expensive (even easily converged system require around 8-12
self-consistent field steps [65]).

3.4.2 Extended Lagrangian methods

The high computational cost of self-consistent optimization at every time step of the BOMD
limits the feasible size of the studied system and accessible simulation time. As the adopted
time step causes small changes in the wave functions, the orbitals might as well be treated by
the appropriate equations of motion. In this sense, a more computationally efficient approach
to the molecular dynamics calculations was firstly developed by Car and Parinello and pub-
lished in 1985 [66]. They proposed extending the Lagrangian with kinetic energy of fictitious
particles that serve a purpose of the dynamical simulated annealing;:

1 . 9 .o g
Lop=) MR+ Z p(ildi) — (@ol H | o) + Z Aij((9ileg) = dij) » (3.53)
! ! potential energy b
kinetic energy constraint for orthonormality

where again orthonormality of orbitals is imposed by the Lagrange multipliers A;;. The new
dynamical variable i introduces the fictitious dynamics of the wave function. As a result, both
the electronic and nuclear degrees of freedom are propagated at the same time. The resulting
CPMD equations of motion are

MRy (t) = =V (@ HES| D), (3.54)

pdi(t) = —HE ¢ + ZAij¢j- (3.55)
J
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Typically to Car-Parinello Molecular Dynamics (CPMD), a plane wave expansion is chosen
to represent the orbitals. Such basis allows for an easy calculation of the integrals using fast
Fourier transform methods, but shows disadvantages in reproducing the high electron density
and cusps near the nuclei. Ultimately, propagation of the orbital coefficients leads to O(N?)
computational scaling with the system size.

The challenge of the CPMD approach remains in the correct definition of the inertia param-
eter u of the electronic degrees of freedom, so that the electronic subsystem remains "cold", i.e.
is close to the associated Born-Oppenheimer PES. Adiabatic separation has been extensively
discussed in [67]. Therein, it has been shown that the highest phonon frequency w;'** has to
be much smaller than the lowest electronic frequency w™" for the correct CPMD simulation.
The highest phonon frequency depends entirely on the physics of the system and the lowest

min

electronic frequency w/

is given by

‘ 1/2
W o (Eg‘“’> , (3.56)
"

where E,,, denotes the energy difference between the highest occupied and lowest unoccupied
molecular orbitals, which depends on the physical system as well. Hence, it can be seen that the
only variable that allows one to control the adiabaticity is the fictitious mass p. As presented in
[67], adequate values of 1 for large-gap systems range from 500 to 1000 a.u., allowing for a time
step between 0.1 and 0.25 fs. To summarize, provided that fictitious mass p is small enough,
CPMD simulations guarantee negligible errors in conservation of the total energy.

In 2001, a modification to the CPMD theory has been introduced by Schlegel et al [68]-
[70]. In the new approach named, Atom-centered Density Matrix Propagation (ADMP), the
authors proposed propagating the one-particle density matrix instead of orbital coefficients and
using atom-centered Gaussian basis functions rather than plane waves. Generally, to achieve
desired accuracy in reproducing the orbitals, a large plane wave basis set is needed. Using
Gaussian basis functions presents two significant benefits: it ensures better reproduction of the
high electron density regions and, as Gaussians are atom-centered, they adopt to the nuclear
motion. Due to transition to the density matrix propagation formalism the following discussion
employs the matrix forms for the representation of the phase space {{ R, M,V },{P,u, W }}.

Then, the Lagrangian of the ADMP approach is given by

Lapyp = %Tr [VIMV] + %,uTr [WW]| — E(R, P) — Tr[A(PP — P)], (3.57)

where R, M and V are the nuclear positions, masses and velocities, respectively. The electronic
degrees of freedom are described by the one-particle density matrix P (defined as Zf\ﬁl |pi) (@il),
density matrix velocity W and fictitious mass p. Here, Lagrangian multiplier matrix intro-
duces a constraint on the idempotency of the density matrix (resulting from description of a
pure state) and on the total number of electrons. Applying Lagrangian Lspyp to the Euler-

Lagrange equations leads to the following ADMP equations of motion

2
Ay ER__OE(RP)
d? oR  |p

, (3.58)
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+AP+PA—A|, (3.59)

*P [8E(R, P)‘
" P |
for the nuclear and electronic degrees of freedom, respectively. Solution of eq. 3.59 gives dy-
namics of the one-particle density matrix in the orthonormal basis. In practice, the forces acting
on the nuclei and density matrices are derived using the McWeeny density matrix purification
transformation [71] in the expression for the energy.

As in the case of CPMD simulations, the fictitious mass p should act as a parameter of the
adiabatic control. Analysis of its influence on the adiabaticity has been investigated in [72].
This study relied on assessment of the commutator of Fock and density matrices, which in the
BOMD approach is equal to zero. The authors concluded that, indeed, as the fictitious mass
is proportional to the mentioned commutator, its magnitude determines the lower limit for
deviations from the Born-Oppenheimer PES.

In summary, alterations introduced by the ADMP method decrease significantly the com-
putational cost of the dynamical calculations by ensuring linear scaling of computational time
with the increasing system size.

3.4.3 Time integration algorithm

After establishing the equations of motion the next step of solving a dynamical problem is
to decide on the method of their numerical integration. Present work employs the ADMP
technique, so the integration algorithm implemented for this method will be presented in the
following section, namely the velocity Verlet algorithm [63]. This method relies on expanding
position r of a particle of mass m around time ¢ in a Taylor series as

r@+Aﬂ:Mﬂ+V@Ar+gwAﬂ+Om#L (3.60)

2m
where V and f denote