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Abstract: 

The paper presents a video monitoring system utilizing fixed and PTZ cameras for tracking of 

moving objects. First type of camera provides image for background modelling, being employed for 

foreground objects localization. Estimated objects locations are then utilised for steering of PTZ 

cameras when observing targeted objects with high close-ups. Objects are classified into several 

classes, then basic event detection is being performed. Event type, object localisation and images 

acquired by the cameras are presented visually in a "live map" system. In the paper details related to 

detection of moving objects are presented. Next, camera calibration procedure and geopositioning 

coordinates way of processing are discussed. Event detection is described. Finally an experiment is 

presented, organised in order to verify the camera tracking system accuracy. 
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1. Introduction 

Nowadays for efficient image analysis it is assumed that analysed stream is acquired by fixed camera. In that 

case moving objects are detected as a set of pixels obscuring actual background. The background modelling is 

discussed in Sec. 3. The view area of fixed camera is narrow and of low resolution, therefore limiting possibility 

of detailed analysis of detected objects. Contrary a PTZ cameras, with capability of panning, tilting and zooming 

the image, provide technical means for following moving objects with high close-ups. For that purpose a precise 

localization of the object is needed. Object location in the image from calibrated fixed camera can be 

transformed into real word coordinates, next serving as a steering data for PTZ camera. That procedure is 

described in Sec. 3.2, 3.3. In Sec. 4. the event detection algorithm is discussed, allowing for automatic selection 

of crucial objects for tracking in the scene. Results of tracking and event detection are presented in a “live map” 

system, described in Sec. 5. 

Sec. 6. summarises the work, by presenting verification of efficiency of tracking algorithm. 

 

2. System architecture 

Developed and discussed tracking algorithm assumes that there is a monitoring system comprising fixed 

cameras and PTZ cameras connected to central server. The video streams are analysed, moving objects location 

is being estimated, and that information is being handled by the server and employed for steering of moving 

cameras. For storing and processing locations of objects and cameras a geo-positioning coordinates are used. 

Manipulating the GPS data to transfer object location between fixed and PTZ cameras facilities creation of a 

distributed surveillance system because each camera may be placed practically anywhere and calibrated 

independent of other cameras. During exploitation of the system the same object can be observed by various 

cameras from different angles, and effectively identified as a single object, occupying the same coordinates in 

space. 

 

3. Object tracking with PTZ cameras 

For the purpose of tracking moving objects with a PTZ camera, information regarding object localization needs 

to be obtained. It can be accomplished in a few ways. The easiest way is to equip a moving object (e.g. a vehicle) 

with a GPS receiver and to send its localization through a cellular network or other wireless connection 

available. However, this approach has very limited applicability. In more convenient solutions, localization of 

objects has to be acquired by the means of remote measuring. 
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In the system presented in the paper, all moving objects are automatically localized in a fixed camera field of 

view. For this purpose, video processing algorithms are used to detect and track all objects present in video 

frames acquired from the camera. In the next step, translation of pixel-based coordinates into local, real-world 

coordinates is performed. This stage requires proper camera calibration. In the last step, local coordinates are 

translated into GPS coordinates. Based on the universal GPS data, any PTZ camera in a surveillance system may 

be aimed directly and instantly at any object detected in a video stream coming from the fixed camera. However 

calculating proper values for pan, tilt and zoom parameters of the PTZ camera requires additional processing that 

involves PTZ camera calibration. 

3.1 Video Object Detection and Tracking 

Moving object detection and tracking is performed to find all moving objects in each video frame and to trace 

their movements in the camera field of view. There are many methods for video object detection. Most of them 

usually employ spatial and/or temporal information to generate binary masks of objects [8][9][10]. The solution 

presented here utilizes spatial segmentation to detect moving objects in video sequences. The most popular 

region-based approach is background subtraction [17]. However simple time-averaging of video frames is 

insufficient for a surveillance system because of limited adapting capabilities. 

In our surveillance system, the adaptive background subtraction method models pixels as mixtures of 

Gaussians and uses an on-line approximation to update the model [2][4]. This method proved to be very useful 

in many applications, as it is able to cope with illumination changes and to adapt the background model 

accordingly to the changes in the scene, e.g. when motionless foreground objects eventually become a part of the 

background. Furthermore, the background model can be multi-modal, allowing regular changes in the pixel 

colour. This makes it possible to model such events as trees swinging in the wind or traffic light sequences. 

Object detection is supplemented with shadow detection and removal. This step is required for every outdoor 

video processing application, especially in the field of video surveillance. The shadow of a moving object moves 

together with an object and as such is detected as a part of the foreground object by the background removal 

algorithm. The shadow detection method is based on the idea that while the chromatic component of a shadowed 

background part is generally unchanged, its brightness is significantly lower [4][7]. 

In the result of the background modelling, a binary mask denoting pixels recognized as belonging to 

foreground objects in the current frame is obtained. It needs to be refined by the means of morphological 

processing in order to allow object segmentation [4]. This process includes finding connecting components, 

removing objects being too small, morphological closing and filling holes in regions. Additionally, an algorithm 

for shadow removing from the mask using morphological reconstruction is implemented [16]. It combines 

results of objects detection with and without shadows removed in order to reconstruct masks of all object 

damaged by the aggressive shadow removal procedure. 
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Moving object tracking has to assure the integrity of the traced object in case of faulty background 

subtraction or when an object temporarily disappears behind an obstacle (e.g. pillar) or to achieve continuous, 

valid tracks in situations when objects temporary occlude each other. The Kalman filtering provides a useful 

approach to this task [6][11]. In the process of tracking, each of the detected moving objects is assigned its own 

Kalman filter (so-called tracker).  A tracker may be illustrated as a rectangle surrounding an object and provides 

information about the object location, size and current changes in the location and size. The most valuable 

feature of Kalman filters is the ability to predict the object location and size in the following image frame. The 

results of the prediction are compared with the real results of object detection in order to establish proper 

relations between regions denoting moving objects and trackers. 

There are 6 basic types of relations between trackers and regions, each of them requiring some different 

actions to be taken [3]. These relations and actions are summarized in Tab. 1. In order to relate each tracker to 

the valid region successfully in case of the many trackers to many regions relation, a 2D colour histogram using 

a chromatic space of RcGc colours was applied for each object. Sample results of object tracking in case of 

serious occlusions are shown in Fig. 1. 

3.2. Determining GPS coordinates of the object 

Once the positions of all moving objects in the current frame of the fixed camera image are determined, the PTZ 

camera may be used to obtain a zoomed-in view of the selected object. However, the object tracking procedure 

provides positions of the objects in the image pixels coordinates. In order to set the field of view of the PTZ 

camera to the area containing the selected object, a procedure for conversion between the fixed camera image 

coordinates (in pixels) and PTZ camera settings (pan angle, tilt angle and zooming coefficient) is needed. It is 

convenient to divide this problem into three separate conversions. First, image coordinates (in pixels) are 

converted to real world coordinates (in meters). In the next step, real world coordinates are converted to GPS 

position. The last step is conversion of the GPS position to the PTZ camera settings. The first two steps of this 

procedure will be described below and the details of the last step will be presented in Sec. 3.3. 

3.2.1 Conversion of image coordinates to local coordinates 

The local coordinates system is used to establish a position of any object in the real world. As an origin of the 

coordinates system any point in the real world may be set (although it is convenient to select a point inside the 

camera’s field of view) and usually x and y axes are positioned on the ground plane, while the z axis is 

perpendicular to the ground. A conversion between the two-dimensional image coordinates and the three-

dimensional world coordinates is possible once a set of conversion parameters is found. A typical approach used 
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for this task is performing the camera calibration procedure which calculates the needed parameters using pairs 

of image coordinates and real coordinates for each calibration point. 

Various camera calibration methods may be found in the literature, but the method proposed by Tsai [14], 

based on the pinhole perspective projection model, is probably the most frequently used one. This approach was 

also used in the experiments described in this paper. Tsai’s calibration model defines a total of 17 conversion 

parameters that may be divided into three groups. The first group contains five intrinsic (internal) parameters, 

related to camera’s lens: an effective focal length, a radial lens distortion coefficient, x and y coordinates of the 

center point of the radial lens distortion and the scale factor. These parameters are constant for a given fixed lens 

camera and they do not change if the camera’s field of view is changed (unless the lens zoom is also changed). 

The second set of extrinsic (external) parameters describes an orientation of the image coordinates system 

relative to the world coordinates system and consists of three rotation angles and three translation coefficients. 

These values need to be recalculated if the camera is repositioned. The third group contains six fixed intrinsic 

parameters related to the camera sensor and they are constant for a given camera. 

Tsai’s calibration procedure computes values of the parameters described above using a set of calibration 

points provided in both image coordinates (in pixels) and local coordinates (in meters), numerically solving the 

conversion equations. Tsai’s method requires that the local coordinates system is right-handed, i.e. x values 

increase in right-to-left direction in the image frame and y values increase in top-to-bottom direction. In order to 

obtain proper calibration accuracy, the origin of the world coordinates system should be positioned neither near 

the center of the image nor near the image’s left border. Additionally, two calibration modes are available: a 

coplanar mode (if all the calibration points are situated on the ground plane, this mode was used in the 

experiments) or a non-coplanar mode (if the calibration points differ in height). The calibration points should 

ideally span the whole calibrated area. A minimum number of calibration points is 11, a greater number of points 

increases the calibration accuracy, provided that points coordinates are also accurate.  

 Once all the conversion parameters are found, it is possible to convert the world coordinates of any point in 

the camera’s field of view to the image coordinates. The conversion procedure uses the parameters obtained 

during the calibration and it may be divided into several conversion steps: first the world coordinates system is 

rotated and translated in order to align it with the image coordinates system, then it is converted to undistorted 

plane coordinates (3D to 2D conversion), the result is converted to distorted plane coordinates (taking lens 

distortion into account) and finally image coordinates are computed. In order to obtain a position of a moving 

object in the world (local) coordinates, a conversion between the 2D image coordinates and the 3D world 

coordinates has to be performed using the steps listed above in the reversed order. However, in order to convert 

2D coordinates into tree dimensions, a value of z world coordinate has to be provided. Assuming that all the 

object move on the ground plane, z = 0 may be used. 

Fig. 2 shows an example image frame from the fixed camera with calibration points marked. This figure 

illustrates several problems that occur when the calibration procedure is performed in practice. The accuracy of 

the camera calibration depends on the accuracy of measurements of calibration points positions, both in camera 

D
o

w
nl

o
ad

ed
 f

ro
m

 m
o

st
w

ie
d

zy
.p

l

http://mostwiedzy.pl


6 

image and in the real world. Ideally, calibration points should form a rectangular mesh. This is hard to achieve in 

the practical situation, especially if the camera’s field of view is large (like in Fig. 2), and placement of the 

calibration points is difficult because of heavy traffic. Usually, some visible landmarks are selected as calibration 

points. However, in this case finding an exact position of each point relative to the origin of the world 

coordinates system is problematic. During the experiments, the image shown in Fig. 2 was used for camera 

calibration and it was assumed that the posts situated on the sidewalks and posts in the fence form three parallel 

lines. However, this simplification introduces some errors in measurements of the world positions of calibration 

points. Also, measurements of distances between the calibration points (with the measure tape) introduces some 

errors that may accumulate and decrease the calibration accuracy. It is not possible to avoid these errors unless a 

sophisticated (and expensive) equipment is used in the measurements. The authors tried to use satellite images or 

GPS receivers for the measurement of exact calibration points positions. However, technical limitations (limited 

resolution of available satellite images and limited positional accuracy of GPS receivers) made these approaches 

unsuitable for calibration purposes. 

The accuracy of camera calibration is further limited by errors in determining the position of calibration 

points in the image frame. Ideally, coordinates of the calibration points should be provided with the subpixel 

accuracy. This condition is hard to fulfill in practical situations, because the calibration markers have to be large 

enough to be visible in the camera image, so they usually span several pixels and determining the pixel that 

exactly represents the measured point is problematic. The problem is more prominent if the contrast between the 

calibration marker and the background is not sufficient, so it is hard to determine the contours of the marker in 

the blurred zoomed-in image (Fig. 3). As a consequence, the pixel selected as a calibration point position in the 

image is usually not the same point that was used in the real world measurements which results in errors in 

conversion between the image and world coordinates. 

To conclude this section, it is possible to convert image coordinates to real world (local) coordinates using the 

camera calibration parameters. However, one has to remember that several factors (discussed before) decrease 

the accuracy of the calculated real world position, which may influence the accuracy of the PTZ camera steering. 

3.2.2  Local coordinates to GPS coordinates conversion 

Conversion of local, real-world coordinates to GPS coordinates is the last stage in obtaining GPS localization of 

moving objects detected in a video stream. This stage is an affine transformation that includes translation and 

linear transformations like scaling and rotation. 

The conversion assumes that in the small scale longitudes and latitudes form the Cartesian coordinate system 

and requires defining two parameters. An orientation of the local coordinate system is the first one. It is 

characterized by the angle θ between the vertical axis of the local coordinate system and the North. Finding this 

parameter with enough accuracy usually do not pose any problems as the axes are typically placed along 

significant, linear features in the scene (e.g. roads) so it may be measured directly (e.g. with a compass). 
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The second parameter is formed by one fixed, reliable relation between local and GPS coordinates. It contains 

one reference point in the local system (xref, yref), for which the longitude and the latitude (lonref, latref) is known. 

Unless there is an access to the very precise, cartographic data, this relation is prone to inaccuracy because 

typical GPS receivers do not provide required precision. However, this inaccuracy does not have a major impact 

on the results of PTZ camera tracking and may be ultimately eliminated by manual tuning based on the tracking 

result observation. 

Conversion of any point (x, y) in the local, real-world coordinates to GPS coordinates consists of four steps. 

First the point is translated in order to move the origin of the coordinate system to the reference point (xref, yref). It 

is accomplished with the following equation: 
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Next, the point (xt, yt) is rotated around the new origin to orientate the vertical axis of the local system along 
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The third operation involves scaling coordinates of the point (xt, yt) according to the equation: 
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where Dlon and Dlat denote surface distance (in meters) per 1° change in longitude and latitude for a given 

latitude. Calculation of these parameters is described in section 3.3.1. 

The last step allows obtaining GPS coordinates (lon, lat) of the point (x, y) in the local system by the means of 

the following translation: 
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The GPS coordinates (lon, lat) of a moving object may now be used to fix any PTZ camera (providing the 

object is in its area of coverage) on the object. This process is facilitated by providing current speed and bearing 

of the object. 

The speed of the object v is easily calculated based on the difference of the current object position (x, y) in the 

local coordinate system and the position in the previous video frame (x-1, y-1): 
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 ( ) ( ) fpsyyxxv ⋅−+−= −−
2

1
2

1
 (5)                             

where fps is the number of video frames processed in a second. 

Bearing of the object br is obtained with the following formula: 

 ( )( )11  ,2atan90 −− −−−−= xxyybr φ  (6)                             

If an object is not moving (its speed v = 0), bearing br is unknown. 

3.3. PTZ camera steering 

Efficient object tracking with PTZ cameras requires two steps to be performed. First of all, an algorithm for 

conversion of object’s GPS position to appropriate settings of a PTZ camera needs to be implemented. 

Furthermore, each camera must be calibrated in order to be able to lock on a moving object with high enough 

accuracy. 

3.3.1 Conversion of object’s GPS data to PTZ camera settings 

This section describes the algorithm used to fix a PTZ camera on a nearby object based on its known GPS data 

[5]. The aim of the algorithm is to calculate pan, tilt and zoom parameters for a dome camera to guarantee that an 

object of known longitude and latitude will be present in video frames. Because of a very low accuracy of 

altitude data from a GPS receiver, it is assumed that all objects move on the same altitude equal to the ground 

level. Another assumption is that in a small area around a PTZ camera, longitude and latitude form a Cartesian 

coordinate system. 

The algorithm has four settings regarding the camera: its longitude lonC, latitude latC (both in degrees), height 

above the ground level hC and pan offset poff, which is defined as a clockwise distance (in degrees) between the 

north and the camera zero pan position. These settings are defined during calibration procedure described in 

section 3.3.2. 

Input data for the algorithm include 4 parameters: longitude lon and latitude lat of the object (in degrees), its 

speed v and bearing br (in degrees). They are calculated by the means of video processing of object images 

captured by a fixed camera. 

In the first stage of the algorithm, local, Cartesian 3D coordinate system is defined with the camera in its 

center. Y-axis of this system is headed north and x-axis is headed east. Camera position is therefore denoted as 

(0, 0, hC) and object position is described as (x, y, 0). Object’s lat and lon coordinates are translated to x, y 

coordinates as follows: 
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 ( ) ( )ClonC latDlonlonx ⋅−=  ,      ( ) ( )ClatC latDlatlaty ⋅−=  (7) 

where Dlon and Dlat denote surface distance (in meters) per 1° change in longitude and latitude for a given 

latitude. Because of a relatively small distance between the camera and the object, it is assumed that Dlon and Dlat 

parameters for latitudes of the camera and the object are the same and are equal to the ones of the camera. They 

are calculated according to the WGS84 ellipsoid used by all GPS devices [15]. Dlat value changes from 110574 

m at 0° latitude to 111694 m at 90° latitude and is approximated with the following polynomial: 

 ( )
110574575556.00.267432103.20988                 
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 Dlon value for a given latitude is obtained from the following equation: 

 ( ) ( ) ( ) ( )
( )( ) ( )( )22

2424
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180 latblata
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latlatDlon +

+⋅⋅= π  (9) 

where a = 6378137 m and b = 6356752.3 m are Earth's equatorial and polar radii, respectively. 

There is a significant delay in the system of tracking video objects with PTZ cameras, caused by data 

transmission, computing time and executing PTZ command by the camera. This delay must be compensated for 

in order to assure that a fast-moving object is always present in a video frame center. 

System delay compensation is performed by setting the PTZ camera to the predicted position of the object. 

Prediction time should be equal to the total delay in the system. In the current implementation, a linear predictor 

is used that estimates object position based on its instantaneous speed v and bearing br: 

 ( )brvdxx sinˆ ⋅⋅+=  ,      ( )brvdyy cosˆ ⋅⋅+=  (10) 

where d is the delay of the system and was set to 1 second based on experimental results. 

The pan parameter p for the camera is calculated as follows: 

 ( ) offpxyp −−= ˆ,ˆ2atan90  (11) 

and translated to the range required by the PTZ camera. 

The tilt parameter t is given with the equation: 
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The last camera parameter, the zoom, depends on the object’s distance and speed. The closer the object is to 

the camera and the faster it moves, the smaller is the zoom value. This approach assures that object dimensions 
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in video remain more or less constant and the object is always present in video frames although the camera 

position is changed once per second. 

3.3.2 PTZ camera calibration 

In order to achieve satisfactory accuracy of moving object tracking, 4 camera parameters (lonC, latC, hC, poff) 

must be defined with a very high precision. Initial experiments proved that simple measurement of camera 

position with a GPS receiver does not provide the required precision. Also, determining camera’s altitude above 

the ground level might be problematic. Theoretically, the easiest parameter to obtain is the camera pan offset, 

however the precision required (especially when tracking distant objects) makes any direct measurement very 

difficult. 

Therefore, a one-time optimization approach was chosen to estimate camera parameters with better precision 

[5]. Initial approximations of four parameters are obtained with direct measurements. All parameters are then 

further tuned during two-stage, non-linear optimization process, which minimizes iteratively the cost functions 

describing the differences between pan and tilt values calculated by the algorithm and the ones measured 

directly. Localizations of N points scattered equally in camera vicinity were measured with a GPS receiver for 

this purpose. In the same time, pan and tilt values were obtained from the camera pointing at each spot. The 

camera zoom does not influence pointing accuracy, thus this parameter is omitted from the optimization process. 

The number of calibration points should not be too small because reference data gathered with GPS receiver 

are often inaccurate and their precision is low. During experiments, 13 calibration points were used. 

In the first stage of the optimization process, 3 parameters responsible for object tracking in the horizontal 

plane (lonC, latC, poff) are estimated. The cost function for this stage is defined as follows: 

 ( ) ( )2

1
1 ,, r

i
c
i

N

i
ioffCC ppwplatlonE −⋅=

=

 (13) 

where pi
c is a pan value calculated according to Eq. (11), pi

r is a real pan value obtained from the camera for the 

ith calibration point and wi is the weight of the calibration point. The weight of a point is directly proportional to 

its distance from the camera. This assures that the farther the point is from the camera, the greater is its influence 

on the results of optimization. 

During the optimization procedure utilizing conjugate gradient method [1], lonC, latC and poff values are tuned 

in order to minimize the value of E1 function. At the second stage of calibration process, the hC value responsible 

for object tracking in the vertical plane is tuned based on calibration data and on 3 parameters found during the 

first stage. The cost function for this stage is given as: 

 ( ) ( )2

1
2

r
i

c
i
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i
ic ttwhE −⋅=

=

 (14) 
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where ti
c is a tilt value calculated according to the Eq. (12) and ti

r is a real tilt value obtained from the camera for 

the ith calibration point. The optimization procedure alters hC value in order to minimize value of E2 function. 

4. Automatic selection of tracked objects using event detection 

The system described in this paper allows for tracking of a single moving object with the PTZ camera. The 

question that arises here is: how is the tracked object selected? A simplest possibility is the manual selection of 

the object by the system operator, e.g. by pointing the selected object with the cursor. However, in practical 

system, several sets of cameras may be used at the same time, so the unattended camera sets should be able to 

select the tracked objects automatically. In this section we describe the system that automatically analyses the 

events occurring in the fixed camera image and selects the object to be tracked. 

The low-level image processing stages (described in Section 3.1) lead to determining the position and size of 

each moving object in the consecutive fixed camera frames. Additionally, the object classification module 

assigns each object to the class (e.g. a vehicle, a person, an object) and the subclass (e.g. a passenger car, a truck, 

a motorcycle, etc.). The task of the event detector is to analyse the current states of the moving objects and to 

detect predefined events by testing the  respective detection rules. Examples of typical events include an object 

entering a defined area, an object crossing the barrier, an object stopping or resuming its movement, etc. [13]. If 

the predefined event is detected in the current image frame, the PTZ camera may be automatically set to track 

the object that caused the event. 

The structure of the event detector is organized as follows. The current state of each tracked moving object 

(its position, size, velocity, etc.) is stored in a buffer, together with a number of previous states. In the current 

implementation, a total of 5 latest states (including the current one) is stored in the circular buffer. Each event 

detection rule works by analysing all the states stored in the buffer and checking whether a defined rule is 

fulfilled. Using the history buffer in event detection improves its accuracy, because the ‘momentary’ events, 

occurring in single frames only (e.g. due to inaccuracy of object tracking) are filtered out. A set of simple event 

rules, implemented in the current version of the system, is presented below: 

• An object entering (or leaving) an area. This event may be useful e.g. for the detection of intrusion. An 

area is defined using a polygon. The detector checks whether the ‘hot spot’ of any object (the middle of 

the bottom border of the tracker’s bounding box) is inside any of the defined areas during all the states 

stored in the buffer. The point is inside the area if it is situated on the ‘inside’ of all the lines that form the 

area polygon. If the object is inside the area and it was previously outside of it, an event is generated. An 

object leaving an area is detected in a similar way. Additionally, identifiers of the objects that are inside 

each area are stored in buffers in order to avoid multiple detections of the same event. 

• An object crossing a barrier. The barrier is defined as a straight line. Additionally, some directions of 

movement through the barrier may be defined as allowed and some as forbidden. The detector checks 

whether the line of object’s movement, connecting the oldest position stored in the buffer of states with 
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the current position, crosses the border and if the direction of movement is forbidden. If this is the case, 

an event is detected. 

• An object stopping or starting moving. The event rule checks whether the averaged speed (calculated as a 

moving average of momentary object’s speed during the last 10 image frames) is below the threshold (for 

the stopping object) or above the threshold (for the object that started moving) for all states stored in the 

buffer. 

• Abandoned or taken object. This rule detects objects that are left in the observed area or that were 

removed from the background. It is intended to detect e.g. unattended luggage or stolen objects. The 

detector checks if there is a new tracker which position and size did not change during all the states 

stored in the buffer. Additionally, this object needs to have a ‘parent’ – another object that caused its 

appearance. If these conditions are fulfilled, the detector checks whether the tracker represents an actual 

(abandoned) object or a part of the background remaining after the object was taken. This is done by 

performing edge detection on the relevant part of the image. If the contour of the tracked object’s mask 

contains the edges, it is an abandoned object, otherwise it is a space left by a taken object. 

• Object entering and leaving the observed area – a simple detector that finds objects that appeared on the 

scene or disappeared from it, this rule may be combined with the others. 

These rules may be combined in order to form more complex, higher level rules. For example, a rule may 

detect objects of class ‘passenger car’ that stopped inside a defined area. The system for event detection is 

flexible and new event rules may be easily added. 

One main problem that needs explanation here is what happens if a new event is detected and the PTZ camera 

already tracks another object (or what happens if more than one event is detected in the current frame). In order 

to avoid conflicts and constant switching of the PTZ camera between different objects, a weight is assigned to 

each event detection rule, indicating its priority. For complex rules, the weights of their components are 

summed. If the PTZ camera is already tracking an object and the new event is detected, the camera switches to 

the newly detected event only if its the rule has higher priority than the previously used one. All the detected 

events are stored in a list, sorted by their priority, and the rule at the top of the list determines which object is 

tracked. If the tracked object disappears from the camera’s field of view, its rule is removed from the list and the 

rule that becomes the new ‘top one’ indicates the object that the PTZ camera should switch to. This simple 

procedure allows the system to automatically select the part of the fixed camera’s field of view in which the most 

important event occurred and use the PTZ camera to provide a detailed view of this event. 

5. Presentation of tracked object on map 

Having selected the tracked object and knowing its estimated GPS position allows for presenting it on a map 

updated in quasi real-time. This functionality is called a "live map" and is an important feature of the described 
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system. In a practical, complex, surveillance solution it constitutes a base for visual user interface, allowing for 

direct interaction with tracked objects and clear indication on their relative positions. 

For the purpose of visualisation and practical evaluation of aforementioned object tracking algorithms, an 

example "live map" has been developed as a Flash object, which may be embedded either as a part of web page, 

or directly within host application, possibly adding more advanced features to the map. Both modes of map 

operation have their specific uses. Embedding in a web page is more suitable method for presentation of 

information which is regarded "public", while the interaction with host application enables the implementation of 

more advanced security and management mechanisms and allows the reuse of common communications 

modules providing tight integration with the rest of system. This mode has been specifically designed for 

creating a surveillance central station application, which aims at coupling geolocation data to multimedia 

streaming, thus making it more expressive and easier to comprehend. 

The choice of Flash technology for development of presentation layer seems to be justified by its inherent 

design towards processing of vector graphics that significantly reduces amount of work needed to display digital 

maps and manage layers thereof. However, this design affects communication abilities of the application. Flash 

objects are subject to security policies affecting their ability to maintain network connections with arbitrary 

services, therefore they require careful configuration. In order to make it possible for the Flash application to 

receive notifications on update of presented data it was necessary to implement system module translating event 

description data to so called XmlSocket protocol and featuring Flash-specific mechanism for provisioning of 

security policy data.  

Figure 4 shows sample view of the "live map" presenting locations of tracked objects gathered from multiple 

node stations. The objects are denoted by encircled car symbol (three of them near the center, one on bottom-

right). 

6. Experiments 

For the purpose of the experiments, a test bed of the surveillance system was build. It consists of the central 

server, a system operator desk and one node station. The station is equipped with a megapixel, wide angle, fixed 

camera and with a PTZ camera. The system operator sees live streams from the both video cameras. All moving 

objects detected in the fixed camera video stream are marked with rectangles. The system operator is able to 

select any moving object with a computer mouse and the PTZ camera is automatically and instantly aimed at the 

object and tracks it as long, as the object stays in the fixed camera field of view. 

The main purpose of the experiments was to estimate accuracy of tracking, i.e. whether the object being 

tracked is positioned near the center of video frames from the PTZ camera. Sample results of experiments are 

shown in Fig. 5. 

There is a noticeable time-delay in images from the fixed camera comparing with the PTZ camera. It is 

caused by the buffering mechanism in the video processing algorithms. However, the PTZ camera is controlled 
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by the object position acquired from the latest image frame, therefore the buffering has no impact on the 

accuracy of PTZ camera tracking. 

The results of experiments show that an object being tracked is always present in the PTZ camera frames. 

However the accuracy of tracking is not perfect (i.e. the camera is seldom pointed exactly at the object). This 

inaccuracy is caused by the imperfect calibration data and limits the maximum value of the zoom parameter. An 

impact of each calibration procedure on the results of object tracking needs to be further studied. Despite of the 

inaccuracy, PTZ object tracking is fully functional and meets the expectations. 

Object position predicting turned out to be the crucial element of the system, especially when higher zoom 

levels are used. If this functionality is turned off, tracking of moving vehicle is not possible, because when the 

PTZ camera is being set to a new position, a vehicle is just leaving its new field of view. 

7. Conclusions 

The system for moving objects tracking was presented. It enables automatic steering of PTZ cameras for tracking 

of objects that are simultaneously observed by at least one fixed camera. It can be easily extended with higher 

number of cameras, and integrated with other image content analysis algorithms. Currently a face detection 

algorithm is being incorporated, for automatically obtaining tracked person en-face close-up image for database 

storage. 
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Tab. 1. Possible relations between trackers and regions denoting moving objects and actions taken in each case 

Type of relation Action 

Region without a tracker New tracker created based on the region properties 

Tracker without a region Only prediction phase carried out; if the tracker fails to relate to a 
region within several subsequent frames, it is deleted 

One tracker – one region Tracker is updated with the parameters of the region 

One tracker – many regions Tracker is updated with the parameters of the rectangle covering 
all regions 

Many trackers – one region Each tracker is updated with the parameters of the same region. 

Many trackers – many regions Iterative analysis of region-tracker clusters and updating a tracker 
with the most suitable region based on visual similarity. 
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Fig. 1. Frames illustrating continuous tracking of many persons passing by each other. Frames number: a) 1055, b) 1071, c) 
1091, d) 1013, taken from benchmark video footage S1-T1-C3 recording from PET 2006 set [12] 
 

 
Fig. 2. Example of calibration of the fixed camera performed during the experiments, using landmarks (marked as dots on the 
image) as calibration points 

 
 

Fig. 3. An illustration of the problem of determining the position of the calibration point in the low-contrast camera image: 
1:1 crop of the camera image (left) and its part (marked by the rectangle) in a 3:1 zoom view (right); finding the point where 
the post touches the ground is problematic 

 
 

Fig. 4. Application displaying tracked objects on a city map 
 
 

Fig. 5. Two sample results of PTZ camera tracking (in columns); top row: segments of video frames from a fixed camera 
with moving objects detected (colour rectangles) and an object selected by an operator (white circle); bottom row: video 
frames from a PTZ camera automatically aimed at the object selected by the operator 
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